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Abstract

Generalized Additive Models for Location, Scale, and Shape (GAMLSS) is a robust approach used to
model various types and characteristics of data. Therefore, this research aims to model the count data
using the GAMLSS approach through Poisson Regression (PR), Poisson Inverse Gaussian Regression
(PIGR), and Negative Binomial Regression (NBR). PIGR and NBR are the best models compared to PR
based on their application to modeling the number of dengue hemorrhagic fever (DHF) cases in East
Kalimantan Province, Indonesia, in 2019. Furthermore, both models produced varying results on the
factors with a significant effect on DHF. Only one factor of the PIGR model, namely altitude,
significantly affected these cases. Meanwhile, the NBR model produced three factors that affected the
number of dengue cases: altitude, population density, and health workers.

Keywords: Count Data; Generalized Additive Models for Location, Scale, And Shape; Poisson Regression;
Poisson Inverse Gaussian Regression; Negative Binomial Regression; Dengue Hemorrhagic Fever
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I. INTRODUCTION

Count data is statistical data often used in
various research fields, such as social, economic,
environmental, and health. The approach
commonly used in its modeling process is
Generalized Linear Models (GLM) [1] or
Generalized Additive Models (GAM) [2].
However, there are some weaknesses associated
with using these two approaches. Firstly, they can
only be used to model the relationship between
explanatory variables and the location parameters
of the response variable distribution. Secondly,
they cannot model the relationship between
explanatory variables with location parameters
and the shape of the response distribution. These
weaknesses can be overcome using an approach
called Generalized Additive Models for Location,
Scale, and Shape (GAMLSS) [3].

GAMLSS is a development approach
comprising GLM and GAM models that provide
location parameters that describe only a limited
aspect of the response variable distribution. This
approach accommodates other parameters of the
response variable distribution related to the
explanatory variable, such as scale and shape in
linear, nonlinear, parametric, semiparametric,
nonparametric, and random effects functions [3,
4]. The forms of semiparametric and
nonparametric were described [5, 6]. Meanwhile,
the response variable in GAMLSS follows a
distribution that belongs to the exponential
family with the addition of discrete, continuous,
skewed, and kurtosis models. It can also be used
to model count data of the response variable
includes underdispersion, equidispersion, and
overdispersion [7].

GAMLSS was used to model the number of
Dengue Hemorrhagic Fever (DHF) cases in East
Kalimantan Province, Indonesia, in 2019, using
the count data type. DHF is a severe infectious
disease caused by the dengue virus, contaminated
through the bites of the Aedes aegypti and Aedes
albopictus mosquitoes. This disease disrupts the
capillaries and blood-clotting systems, leading to
bleeding and death while not treated properly [8].
DHF is commonly found in tropical countries,
such as Indonesia, and is still a public health
problem, specifically in East Kalimantan
Province.

According to a publication by the Ministry of
Health of the Republic of Indonesia [9], the
number of positive cases and deaths in East
Kalimantan Province in 2019 was 6,723 and 44,
respectively. This is in addition to the Incidence
Rate (IR) of 100,000 per population of 180.66
and the Case Fatality Rate (CFR) of 0.65%. Of
the 34 provinces in Indonesia, East Kalimantan
was ranked second for the highest IR value after
North Kalimantan. IR value of DHF in this
province was also very high and exceeded the
overall value of 51.48 in Indonesia. This shows
that the number of DHF cases in this province is
very high.

This research aims to model the count data
using the GAMLSS approach through PR, PIGR,
and NBR to determine the best model to analyze
the number of DHF cases in East Kalimantan
Province, Indonesia, in 2019. It also aims to
determine the factors that significantly affect the
number of DHF cases. Furthermore, this research
is limited to PR, PIGR, and NBR models,
modeled with the GAMLSS approach and Rigby
and Stasinopoulos (RS) algorithm [3, 10, 11].

Il. LITERATURE REVIEW

A. GAMLSS

GAMLSS assumes that the response variable
is Y; for i=1,2,..,n with a probability
distribution ~ function P(Y; =y;|6") where
0 =[01 6; Bip]7. @' is a vector of four
distribution parameters, namely u, o, v, and t
which are functions of explanatory variables. The
parameters p and o are referred to as location
and scale, while v and T are known as skewness
and kurtosis and included in the shape parameters
[3].

Supposing y" = [y1 2 Yn] denotes a
vector of response variables with a size of
(nx1) and g,(*), k =1,2,3,4 is a connecting
function between distribution parameters and
explanatory variables. GAMLSS model can be
written as follows [3]:

Jk
9k (@) = = Xy By + Z ZjyYik 1)
=
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Supposing Zj, = I,, where I, is an identity
matrix with a size of nxn and yj, = hj, =
hj(x;,) for all combinations of j and k in

Equation (1), then GAMLSS model can be
rewritten as follows [3]:

Jk
9k (0x) = n = Xy By + Z hjk(xjk)
=1
J1
g1(w) =n, =X, + Z hjl(le)
=1
J2
g2(0) =1, = X8, + z hjz(sz) (2)
=1
J3
gs() =m3 =X3B5 + Z hjs(xjs)
=

Ja
9a(®) =My = XyBs + Z hj4(xj4)
=1

where:
u, o, v, T, 1, = vector with length n;
BE = [P Bak Bjik] is the parameter
vector;
X, = explanatory variable matrix of size n X J;
hj, = nonparametric smoothing function of the
explanatory variables x;;, where j = 1,2, ..., ji is
also a vector of length n and k = 1,2,3,4. The
function hj, is the unknown function of the
explanatory variables X, and hy, = hjy(xj) is
a vector that evaluates the function h; on x;y,.
Inference to the GAMLSS model includes
parameter estimation and hypothesis testing.
Parameter estimators can be obtained using the
penalized likelihood method and numerical
approach. These include the RS algorithm, Cole
and Green (CG) algorithm, and a mixture of RS
and CG algorithms (RS-CG algorithm) [10,11].
However, this research only uses the RS
algorithm, while the parameter hypothesis testing
was conducted with the likelihood ratio test and
Wald test procedures [12].

B. Distribution of Count Data on GAMLSS

Some distributions for modeling count data
using the GAMLSS approach are as follows:
1) Poisson Distribution

This is a distribution of discrete random
variables that express the number of successes of
an experiment. According to Cameron & Trivedi
[13], it has the following characteristics:

o An event with a small probability occurs
in a population with many members.

e  Depends on a certain time interval.

e Events are included in the stochastic
process.

e The recurrence of events follows the
binomial distribution.

Let Y be a discrete random variable with
Poisson distribution consisting of parameter u.
Then the probability mass function is obtained as
follows [13, 14]:

Uy,

et
P =ylw) =——y=012.. ©)

where p is a location parameter representing the
probability of many successful events from Y.
Poisson distribution has the same mean and
variance, namely E(Y) =u and Var(Y) =pu .
Meanwhile, the skewness IS
S=EQY —-w?/u®=1/yu.
2) Poisson Inverse Gaussian Distribution

This is a mixed Poisson distribution with its
shape depending on the random effect (v) .
Suppose q(v) denotes the integral v obtains the
probability density function of v and the
marginal distribution for Y

P(Y = ylu) = f Ol qwyds, P

where v is assumed to have an inverse Gaussian
distribution and a probability density function
written as follows:

q(v) = (ZnTvs)—%e—(v—l)z/er’ (5)
v>0
where E(V) =1 and 7 =Var(V). Based on
Equations (4) and (5), PIG distribution is formed
with the probability mass function as follows [15-
17]:
22\ ue"K (2)
P =ylwo) = (n) (z1)¥y! ©)

where s=y—-1/2, z=,/1/7?>+2u/t, and
Ks(z) =Ky,_1/,(1/t/2ur + 1) is a modified
Bassel function of the third kind.
3) Negative Binomial Distribution

Negative binomial distribution has two
parameters, namely u anda, which denotes the
parameter location and dispersion. The
probability mass function of the negative
binomial distribution is formulated as follows:

P(Y = ylu, o)

1

_T+D/o)a [ (uo)” \** @
T T(y+ Dr/e) \us +1 ’

y=012,..,0

where E(Y)=pu is the mean, Var(Y) =

u(1 + a) is the variance, and « is the dispersion

parameter [18,19].
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C. Best Model Selection

The criteria that can be used to obtain the best
regression model based on the GAMLSS
approach are Global Deviance (GDEV) and
Akaike Information Criterion (AIC), which are
defined as follows:

GDEV = —2¢(8), @)
AIC = —2¢(0) + 2K,

where £(8) denotes the maximum log-likelihood
of the model and K is the number of parameters
in the model. The best models have the smallest
GDEYV and AIC values [11].

I1l. RESEARCH METHODS

This research uses secondary data from the
Central Statistics Agency and the Provincial
Health Office of East Kalimantan, Indonesia
[20,21]. It uses one response variable (Y) and
four explanatory variables (X;,X,,X3,X,), as
shown in Table 1.

Table 1.
Research variables

Continuation of Table 2

X, 1,381 903 2,960 287

Y 672 621 1,838 66

Symbol  Variable Variable Type

X, An area Continuous
X, Area altitude Continuous
X3 Population density Continuous
X, Number of health workers Discrete
Y Number of DHF cases Discrete

The steps of data analysis in this research are
as follows:

1. Performing descriptive statistical analysis
of research data.

2. Performing multicollinearity detection of
explanatory variables.

3. Modeling the number of DHF cases
using PR, PIGR, and NBR models based on the
GAMLSS approach.

4. Getting the best model needed for the
number of DHF cases.

5. Getting the factors that influence DHF
cases.

6. Concluding.

V. RESULTS AND DISCUSSION
The discussion starts with a descriptive
analysis of research data, as shown in Table 2.

Table 2.
Description of research data
Variable Mean SD a Max b Min c
X; 12,7347 11,494.05 31,051.7 163.1
X, 54.1 65.04 174.63 5.98

X3 380 579 1,298 1

3Standard deviation, ® maximum, € minimum

Table 2 shows that the average number of
DHF cases at East Kalimantan Province in 2019
was 672. The highest and lowest numbers, 1,838
and 6 cases, were found in Balikpapan City and
Mahakam Ulu Regency, respectively. The data
description on the number of DHF cases is shown
in Figure 1. The average area of regencies/cities
in East Kalimantan Province is 12,374.7 km?
while the largest and smallest areas are found in
Kutai Timur Regency (31,051.7 km?) and
Bontang City (163.1 km?). The average height of
54.1 meters and height altitude of 174.63 masl
are found in the regency/city in East Kalimantan
Province and Mahakam Ulu Regency,
respectively.

Meanwhile, the regency/city with the lowest
altitude in Kutai Timur Regency is at 31,051.7
km? with an average population density of 380
people/km?. The highest population density is in
Balikpapan City, with 1,298 people/km?, and the
lowest is in Mahakam Ulu Regency, as much as
one person/km® Furthermore, the average
number of health workers in this province in
2019 was 1,381 people, with the highest and
lowest found in Samarinda City (2,960 people)
and Mahakam Ulu Regency (287 people),
respectively.
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Figure 1. The description of the number of DHF cases in
East Kalimantan Province, Indonesia, in 2019

This is followed by testing the prerequisites
for data analysis of PR, PIGR, and NBR models,
namely  detecting collinearity between
explanatory variables. Multicollinearity detection
uses the Variance Inflation Factor (VIF) value
with an explanatory variable comprising a VIF
value of more than 10 [22], as shown in Table 3.
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Table 3.
VIF value of explanatory variables

Explanatory Variables VIF Value
X1 2.89
X, 1.35
X3 5.15
X, 2.99

Table 3 shows that all explanatory variables
have a VIF value of less than 10. These results
indicate that there is no multicollinearity in the
explanatory variables. Therefore, it is important
to use PR, PIGR, and NBR models.

The results of modeling the number of DHF
cases in East Kalimantan Province, Indonesia, in
2019, using PR, PIGR, and NBR models with the
GAMLSS approach are shown in Table 4.

Table 4.
Estimation and testing of PR, PIGR, and NBR model parameters
Model Par a Estb Sec Z p-value
Bo 4.93 6.62x10-2 74.50 8.26x10-9d
B1 3.24x10-5 2.67x10-6 12,11 6.77x10-5d
PR B> -5.26x10-3 4.24%x10-4 -12.41 3'01 x10-5
B3 9.75x10-4 6.66x10-5 14.64 2.69x10-5d
Ba 4.93x10-4 2.52x10-5 19.55 6.45x10-6 d
Bo 5.01 0.27 18.28 5.27x10-5d
b1 2.68x10-5 1.78x10-5 151 0.2166
PIGR B> -6.72x10-3 1.97x10-3 -3.41 0.0271d
Bs 9.69x10-4  5.86x10-4 1.65 0.1735
Ba 5.19x10-4  3.13x10-4 1.66 0.1724
Bo 4.99 2.33x10-1 21.45 2.79x10-5d
B1 2.76x10-5 1.51x10-5 1.82 0.1423
NBR B -6.79x10-3 1.68x10-3 -4.03 0.0157 d
B3 9.61x10-4 2.70x10-4 3.56 0.0237 d
Ba 2.24x10-4 3.49%x10-5 15.00 0.0001 d

#parameter, ° estimate, ©standard error, ¢ significant at the level of significance, a = 0.05

Table 4 shows that all PR model parameters
are significant at a significance level of 0.05.
Furthermore, for the PIGR model, only two
parameters are significant, namely B, and S, .
Meanwhile, the significant parameters in the
NBR model are four, namely S,, 8, B3, and S,

Furthermore, this research selects the best
model needed to determine the number of DHF
cases in East Kalimantan Province in 2019. The
results obtained are shown in Table 5.

Table 5.
Selection of the best model with GDEV and AIC values
Model GDEV AlC
PR 416.79 426.79
PIGR 122.042 134.04°
NBR 122.29 134.29

2Best model

Based on Table 5, the model that has the
smallest GDEV and AIC is PIGR. These results
indicate that the best model for analyzing the
number of DHF cases in East Kalimantan

Province in 2019 is the PIGR model. Meanwhile,
the values of GDEV and AIC for the NBR model
are relatively the same or close to PIGR.
Therefore, it is necessary to consider selecting
the NBR model as an alternative to analyzing the
number of DHF cases in East Kalimantan
Province in 2019, specifically the NBR model
with many significant parameters compared to
PIGR.
PIGR model is obtained as follows:

log(2) = 5.008 + 2.68 X 107X,
—6.724 x 1073X, + 9.685 X 10~ *X;
+5.185 x 107%X,.

The significant explanatory variable in the
PIGR model above is the altitude of the region
(X,), which is used to interpret regencies/cities
with a tendency of reducing the number of
dengue cases by 1.0067 times.

V. CONCLUSION
GAMLSS is a flexible approach adaptable to
various characteristics of data or distributions.
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This approach can accommodate  other
parameters from the distribution of response
variables related to explanatory variables. These
examples are scale and shape parameters in linear,
nonlinear, parametric, nonparametric, and
random effects. The response variable in
GAMLSS follows a distribution that belongs to
the exponential family and includes discrete and
continuous distributions with highly skewed and
kurtosis. Therefore, the GAMLSS approach can
be used to model count data.

Based on the application of GAMLSS through
PR, PIGR, and NBR models in analyzing the
number of DHF cases in East Kalimantan
Province, Indonesia, in 2019, PIGR was obtained
as the best. However, the NBR model can be an
alternative because it has GDEV and AIC values
as PIGR. NBR produces more significant
parameters than PIGR. The area's height is the
only factor that significantly affects the number
of DHF cases in East Kalimantan Province in
2019 based on the PIGR model. Meanwhile,
NBR produces three factors that significantly
affect the area's altitude, population density, and
health workers. PIGR and NBR models produce
a regional altitude factor that significantly affects
the number of DHF cases in East Kalimantan
Province, Indonesia, in 2019.
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