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 Spread of dengue hemorrhagic fever (DHF) is influenced by an increase in 

air temperature due to changes in weather and population density so that 

there is a lot of exchange of dengue virus through the bite of the Aedes 

aegypti mosquito. Forecasting models are needed to predict the number of 

DHF patients in the future so that monitoring of the number of DHF patients 

can be carried out as anticipation and consideration of decision making. 

Forecasting the number of patients is based on actual data within 2 (two) 

previous years by comparing the two methods, namely trend moment and 

double moving average. To measure the accuracy of the forecasting results 

from the two forecasting methods, tracking signal and moving range are 

used. based on the test results, it shows that the forecasting results are said to 

be good because no one has passed the upper control limit and lower control 

limit values so that the difference between the actual data and the forecasting 

results is not too significant and the trend moment more recommended 

because the difference in actual data and forecasting results are approached 

and shown in the pattern graph by looking at the data difference in each 

period. 
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1. INTRODUCTION 

Predictions of future events are rarely made with certainty and can, at best, be described in 

probabilistic terms [1]. Forecasting is important and applicable to business and industry, government, 

economics, medicine, social, politics, environment, accounting, and others [2]. Forecasting can also be 

applied to predict the health sector or in this case predict the number of dengue fever patients by looking at 

data and information in the past. From that definition, forecasting has a procedure, namely [2, 3]: (i) Problem 

analyze; (ii) Collecting data; (iii) Analyze the data collected; (iv) Selecting the appropriate method; (v) 

Testing of selected methods; (vi) Using the method; (vii) Monitor performance of forecasting methods. From 

the forecasting procedure that has been described then in this study conducted a comparison test method and 

forecasting method performance by measuring the accuracy and accuracy of forecasting results. 

Forecasting is the knowledge and art to predict what will be happened in the future at the present 

time. In doing the forecasting, it must contain data and information of the past. Past data and information are 

behavior that occurs along with various conditions at that time [4]. There are prediction methods that are 

qualitative and quantitative. Qualitative forecasting is based on the assumption of management, market 

research, structured group and historical analogies. In most cases quantitative forecasting method such as 

https://creativecommons.org/licenses/by-sa/4.0/
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statistics method has successfully applied to forecast continuous data such as in stock market, price 

forecasting, inventory system, global horizontal irradiance, supply and demand system [5-9]. A short-term 

forecast can evaluate the possible epidemic trend in the future in a timely and effective manner, and improve 

current preventive measures [10]. Time series analysis is a scientific quantitative forecast method that has 

been widely used in many fields, such as in forecasting the number of new inpatient admissions [11], medical 

costs [12], the price of gold, and water consumption expenditure [13]. A time series is said to have a complex 

seasonal pattern when it has trend and multiple seasonal patterns, perhaps with non-integer period. Recently, 

this kind of series has been intriguing researchers to study and develop method to improve the forecast 

accuracy [14]. There is a unifying theory or the so-called golden rule of forecasting. The Golden Rule of 

Forecasting is to be conservative. A conservative forecast is consistent with cumulative knowledge about the 

present and the past. To be conservative, forecasters must seek out and use all knowledge relevant to the 

problem, including knowledge of methods validated for the situation [15].  

Dengue fever according to data compiled by the Ministry of Health of the Republic of Indonesia has 

become an endemic disease in Indonesia. This disease is one of the main problems in Indonesia, with the 

spread and number of sufferers tending to increase every year. Throughout 2017, there were around 59,000 

cases of dengue fever throughout Indonesia, with more than 400 of them ending in death. Because of its large 

population, Central Java and East Java Provinces accounted for the largest number of dengue hemorrhagic 

fever (DHF) cases for 2017, which was more than 7000 cases in each province. Dengue fever is often found 

especially in the tropics and often causes extraordinary events. Some factors that influence the emergence of 

DHF include low immune status of community groups and population densities of infectious mosquitoes due 

to the many mosquito breeding sites that usually occur in the rainy season. In recent years, cases of DHF 

often appear in the transition season. In 2014, there were 71,668 sufferers of DHF in 34 provinces in 

Indonesia, and 641 of them died. This number is lower than the previous year, namely in 2013 with a total of 

112,511 people and a total of 871 patients died [16].  

Dengue is one of the most common tropical diseases affecting humans. Dengue has become a major 

interna-tional problem in public health in recent decades. The world health organization (WHO) estimates 

that around 2.5e3 billion people are presently living in dengue trans-mitted zones [17]. DHF is a vector borne 

disease that is transmitted through the bite of Aedes sp. mosquitoes infected with Dengue virus. Due to its 

contribution to the disease burden, high mortality rates, poverty, and social burden in the world, especially 

intropical and subtropical regions, DHF is still a major global problem [18]. The research objective is to 

identify and predict the number of DHF patients in the future and analyze the results of forecasting the 

number of DHF patients based on the calculation of the number of patients each month for the previous 2 

years by comparing the use of the trend moment and double moving average methods to be used in making 

decisions and know the advantages of the best method in predictions or forecasting then measure the 

accuracy of the forecast results. The results of forecasting are used in decision making both for planning the 

supply of equipment and adequate drug supplies for patients. 

Several studies related to forecasting using the trend moment and moving range method include 

forecasting the application of the trend moment method for stock prediction as production support by 

analyzing sales trends is then combined with the season index method. Testing using the mean absolute 

percentage error (MAPE) method shows the trend moment produces an error value of 10.60%, while the 

combination of the trend moment method with the season index results in an error of 7.83%, so it is 

concluded that the effect of the season index can reduce forecasting errors a value of 2.77% [19]. Trend 

moment for predicting the rental of multimedia equipment using data 2 years earlier and resulting in an error 

rate of 21% [20]. Data mining analysis for forecasting the total delivery of goods using data from the last 5 

periods and producing accuracy using MAPE as a testing method with a yield of 34% [21] and researching 

forecasting to predict rice prices using the autoregressive integrated moving average with exogeneous 

(ARIMAX) model and the vector autoregressive (VAR) model involving several variables, including 

consumer rice price, production, dry milled rice, harvested area and rice prices in Thailand. The results of the 

study show that the ARIMAX model can predict the consumer price of rice with a MAPE of 0.15% and this 

is 15.27% better than the VAR model [22]. The study also made a model comparison method for forecast rice 

production in Indonesia using exponential smoothing and neural networks and then evaluated the error using 

MAPE and mean square error (MSE) which resulted in MAPE and MSE values that were lower by 6.7% and 

1.5% compared to using statistical methods [23]. Research by comparing double moving average and double 

exponential smoothing method in number forecasting foreign tourists who come to North Sumatra using 108 

data from January 2010 to December 2018 which shows the results on DMA have the smallest MAPE value, 

namely 14.12% while the DES Brown method with and DES Holt produced MAPE values respectively 

12.71% and 12.21% [24]. 
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2. RESEARCH METHOD 

2.1. Trend moment 

Trend moment method includes forecasting method which in its technique uses statistical 

calculations and certain mathematical calculations aims to determine the straightline function instead of the 

dashed line formed by the company's historical data. In this moment trend method, there is a combination of 

statistical analysis in the form of trend analysis and moment method [25]. The used trend equation is shown 

in (1): 
 

Y=a + bX (1) 
 

where Y is the value of the trend (forecasting); a as a constant number; b as a slope or trend line inclination 

coefficient; and X shows the time index (X=0, 1, 2, 3, …, n). With the mathematical method, the values a and 

b of the above linear trend equations are determined by using the following normal equations shown in (2) 

and (3): 
 

b =
n(ΣXY) − (ΣX)(ΣY)

n(Σ𝑋2) − (ΣX)2
 (2) 

 

a =
ΣY − b(ΣX)

n
 (3) 

 

where ΣY is the cumulative number of data on the number of DHF patients; ΣX is the sum of time periods; 

and ΣXY is the number of data the number of patients multiplied by time period. The n indicates the number 

of data on the number of patients. 

Forecast values that have been obtained from forecasting results with the trend moment method will 

be corrected for seasonal influences using the season index. The use of trend moment method can still be 

improved the results of forecasting using season index factors. Season index is a periodic series that has 

regular movements and almost happens at certain times, considered to have seasonal movement. Ordinary 

movements are influenced by certain variables that have a seasonal relationship due to natural conditions as 

well as factors of human activity [19]. Ordinary movements are influenced by certain variables that have a 

seasonal relationship due to natural conditions as well as factors of human activity. The following seasonal 

index formula that can be used is shown in (4): 
 

Season Index=
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑜𝑟 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑚𝑜𝑛𝑡ℎ

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑚𝑜𝑛𝑡ℎ𝑙𝑦 𝑑𝑒𝑚𝑎𝑛𝑑
 (4) 

 

To get the final forecast results after being influenced by the season index the equation is calculated in (5). 
 

Y*=Season Index . Y (5) 

 

where Y* shows the forecast results using the trend moment method which is influenced by the season index 

and Y shows the forecast results using the trend moment. 

 

2.2. Double moving average 

The moving average model uses a number of new actual request data to generate forecast values for 

future requests. The moving average method will be effectively applied if market demand for products is 

assumed to be stable over time. To get forecast results in the coming period, historical data is needed for a 

certain period. For example with the 3 month moving average method, the 4th month forecast can only be 

calculated after the 3rd month ends, and so on [26].  

The double moving average method was found to overcome the shortcomings that exist in the 

simple average and single moving average methods. If the simple average and single moving average 

methods cannot cope if a trend occurs, then the double moving average method can handle them better. The 

basis of the double moving average method is to calculate the second moving average. The formula used for 

the single moving average and double moving average methods is as (6): 
 

S’t =
𝑋𝑡+𝑥𝑡−1+⋯𝑋 (𝑡+1)−𝑛

𝑛
 (6) 

 

S”t=
𝑆′𝑡+𝑆′t−1+⋯S′(𝑡+1)−𝑛

𝑛
 (7) 

 

at=2S’t – S”t (8) 
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bt=
2

𝑛−1
 (S’t - St”) (9) 

 

Ft+m=at + bt m (10) 
 

where Xt shows the data in period t, n as an order, S’t is the first average value of period t and S”t is the 

second average value of period t. The at indicates interception in the period t, bt shows the trend value of the 

period t and Ft+m is a forecast in the period t+m. 

 

2.3. Tracking signal 

Tracking signal is a measure of how well a forecast estimates the actual values of a forecast updated 

every week, month or quarter, so that new demand data is compared against forecast values. The tracking 

signal is calculated as the running sum of the forecast errors (RSFE) divided by the mean absolute deviation 

(MAD) [27]. 
 

Tracking Signal=
𝑅𝑆𝐹𝐸

𝑀𝐴𝐷
 (11) 

 

The RSFE value is the cumulative amount of the difference between the actual data and the forecast 

results for each period while MAD is the ratio between the absolute cumulative error with each period. A 

positive tracking signal indicates that the actual value is greater than the forecast value while a negative 

tracking signal indicates the actual value is smaller than the forecast value. A tracking signal is called good if 

it has a low RSFE, and has as many positive errors or is balanced by negative errors, so that the center of the 

tracking signal is close to zero. If the tracking signal has been calculated, then the control signal tracking map 

can be built as is the case with the control maps in controlling statistical processes, which have the upper 

control limit (UCL) and the lower control limit (LCL). It is recommended by production planning and 

inventory control (PPIC) experts, Plossl and Wight, that use a maximum tracking signal value ±4, as the 

control limits for tracking signals [28]. Thus, if the tracking signal is outside the control limits, forecasting 

models need to be reviewed, because forecasting accuracy cannot be accepted. And if the tracking signal is 

within the control limits, the calculation can be continued [27]. 

 

2.4. Moving range 

Moving range is made to compare observational values or actual data with forecast values of the 

same needs. It can be said that moving range is a statistical control map used in quality control. Moving 

range maps have limits consisting of the UCL and the LCL. If there is a point or data that is outside this limit 

then there is some data that must be removed or look for other forecasting methods. Moving range is used to 

find out the direction of movement. Moving range calculation uses the formula: 
 

Moving Range (MR)=|(Ft-1 – At-1) – (Ft – At)|  (12) 
 

UCL and LCL values for moving range are different from UCL and LCL for other methods. The moving 

range method has its own formula for determining UCL and LCL, i.e.: 
 

UCL=+2.66 * MR (13) 
 

LCL=-2.66 * MR (14) 
 

with 
 

𝑀𝑅 = ∑
𝑀𝑅

𝑛 − 1
 (15) 

 

 

3. RESULTS AND DISCUSSION 

3.1. Data collection 

Model of forecasting the number of DHF patients is designed to identify and predict the number of 

DHF patients in the future and analyze the results of forecasting the number of DHF patients by comparing 

the use of two methods, namely the trend moment method and the double moving average method. After the 

results of forecasting the number of patients for 2018 using these two methods, then the comparison of 

forecast data for the 2018 patients is compared with the actual data of the number of patients with DHF in 

2018 by calculating the accuracy value using the tracking signal and moving range method. 

The data used are data on the number of DHF patients at the Muara Badak Health Center for the 

previous 2 years, from January 2016 to December 2017. Data on the number of DHF patients within the 2 
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years period came from surveillance officers at the Muara Badak Health Center [29]. This data then becomes 

the basis for forecasting the following year. Table 1 presents the data that will be used in forecasting namely 

the number of patients from January to December for the last 2 years from January 2016 to December 2016 

to January 2017 to December 2017. 

 

 

Table 1. Data on the number of DHF patients [29] 

Month 
Year 

2016 2017 2018 

January 3 2 0 
February 2 6 7 

March 1 3 1 

April 4 8 7 
May 6 1 4 

June 1 4 3 

July 7 3 5 

August 2 7 1 

September 5 2 7 

October 1 4 4 
November 7 1 1 

December 4 3 6 

Amount 43 44 46 

 

 

3.2. Forecasting using the trend moment method 

As a first step, forecasting tests are carried out using the trend moment method to find out the 

comparison between forecast results and actual data for the number of patients in 2018 using data on the 

number of patients in 2016 to 2017. The forecasting data is conducted using data on the number of patients in 

2016 until 2017 to predict the number of patients in 2018 can be seen in Table 2. The results of forecasting 

trials using the Trend Moment method for the number of patients in 2018 can be seen in Table 3. 
 

 

Table 2. Data on the number of DHF patients for 2018 forecasting using the trend moment method 
Month Year X (time index) Y (number of patients) XY X2 

January 

2016 

0 3 0 0 
February 1 2 2 1 

March 2 1 2 4 

April 3 4 12 9 
May 4 6 24 16 

June 5 1 5 25 

July 6 7 42 36 
August 7 2 14 49 

September 8 5 40 64 

October 9 1 9 81 
November 10 7 70 100 

December 11 4 44 121 

January 

2017 

12 2 24 144 
February 13 6 78 169 

March 14 3 42 196 

April 15 8 120 225 
May 16 1 16 256 

June 17 4 68 289 

July 18 3 54 324 
August 19 7 133 361 

September 20 2 40 400 

October 21 4 84 441 
November 22 1 22 484 

December 23 3 69 529 
Amount 276 87 1014 4324 

Average 11.50 3.63   

  

 

Steps of the calculation process using the trend moment method for data on the number of dengue 

fever patients: 

a. Calculation to find the values of b and a using (2) and (3) 

b. Calculations to find the value of Trend (Y) in 2018 using (1) 

c. Calculation of Season Index using (4) 
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d. Final calculation of forecasting results using (5) 

 From the forecasting results in Table 3 then a comparison of actual data and forecasting data for the 

number of DHF patients in 2018 can be seen in Table 4. 

 

 

Table 3. Results of forecasting the 

number of DHF patients using the trend 

moment method for 2018 

Table 4. Comparison of actual data and forecasting data 

on number of DHF patients using the trend moment 

method for 2018 
Month 2018 

January 3 

February 4 
March 2 

April 6 

May 4 
June 3 

July 5 

August 5 
September 4 

October 3 

November 4 
December 4 

Amount 47 
 

Month 
2018 

Actual data Forecasting data 

January 0 3 
February 7 4 

March 1 2 

April 7 6 
May 4 4 

June 3 3 

July 5 5 
August 1 5 

September 7 4 

October 4 3 
November 1 4 

December 6 4 

Amount 46 47 
 

 

 

3.3. Forecasting using the double moving average method 

Forecasting using the double moving average method also compares the forecasting data with actual 

data for the number of patients in 2018. Forecasting data using the double moving average method is 

performed using data on the number of patients in 2016 through 2017 to predict the number of patients in 

2018, as in Table 1. The results of forecasting can be seen in Table 5 and comparison of actual data and 

forecasting data using the double moving average method for the number of patients in 2018 can be seen in 

Table 6. The step of the calculation process uses the double moving average method for data on the number 

of dengue hemorrhagic fever patients: 

a. Calculation to determine the number of periods or months (m) 

b. Calculation to find the value of single moving average (S't) using (6) 

c. Calculation to find the value of double moving average (S"t) using (7) 

d. Calculations look for constant values for m periods (months ahead) using (8) 

e. Calculations look for the value of the trend coefficient (the slope coefficient of the trend equation) using (9) 

f. Final calculation of forecasting results using (10) 

 From the forecasting results in Table 5 then a comparison of actual data and forecasting data for the 

number of DHF patients in 2018 can be seen in Table 6. 
 

 

Table 5. Results of forecasting the 

number of DHF patients using the 

double moving average method for 2018 

 Table 6. Comparison of actual data and forecasting data 

on number of DHF patients using the double moving 

average method for 2018 
Month 2018 

January 2 

February 0 
March 4 

April 4 

May 6 
June 1 

July 4 

August 3 
September 8 

October 3 

November 4 
December 5 

Amount 44 
 

 
Month 

2018 

Actual data Forecasting data 

January 0 2 

February 7 0 
March 1 4 

April 7 4 

May 4 6 
June 3 1 

July 5 4 

August 1 3 
September 7 8 

October 4 3 

November 1 4 
December 6 5 

Amount 46 44 
 

 

3.3. Comparison of forecasting results of the trend moment method and the double moving average 

method 

Comparison of forecasting results of the two methods is done by calculating the accuracy of 

forecasting results as a step to see the errors made in forecasting. Obtaining an accuracy value is used the 
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tracking signal and moving range methods to measure the accuracy of forecasting results generated from the 

two forecasting methods used as consideration in making decisions. Table 7 shows the forecasting results of 

the two methods along with the actual data. From Table 7 it can be calculated tracking signal and moving 

range to get the accuracy value of the forecasting accuracy using (11) and (12). The accuracy results are 

presented in Table 8 for the trend moment method and Table 9 for the double moving average method. 

 

 

Table 7. Comparison of actual data and forecasting data on number of DHF patients using the trend moment 

and double moving average methods for 2018 

Month 
Actual 

data 
Trend moment 

forecasting 
Double moving average 

forecasting 

January 0 3 2 

February 7 4 0 
March 1 2 4 

April 7 6 4 

May 4 4 6 

June 3 3 1 

July 5 5 4 

August 1 5 3 
September 7 4 8 

October 4 3 3 

November 1 4 4 
December 6 4 5 

Amount 46 47 44 

 

 

Table 8. Accuracy value of tracking signal and moving range results of forecasting the number of DHF 

patients using the trend moment method for 2018 

Month period Actual data 
Trend moment 

forecasting 

Tracking 

signal 
Moving range 

January 0 3 -1 - 
February 7 4 0 6 

March 1 2 -0.43 4 

April 7 6 0 2 
May 4 4 0 1 

June 3 3 0 0 

July 5 5 0 0 
August 1 5 -2.67 4 

September 7 4 -0.6 7 

October 4 3 0 2 
November 1 4 -1.74 4 

December 6 4 -0.57 5 

 

 

Table 9. Accuracy value of the tracking signal and moving range results forecasting the number of DHF 

patients using the double moving average method for 2018 

Month period Actual data 
Double moving average 

forecasting 

Tracking 

signal 
Moving range 

January 0 2 -1 - 
February 7 0 1.11 9 

March 1 4 0.5 10 

April 7 4 1.33 6 
May 4 6 0.88 5 

June 3 1 1.58 4 

July 5 4 2.1 1 
August 1 3 1.45 3 

September 7 8 1.17 1 

October 4 3 1.67 2 
November 1 4 0.41 4 

December 6 5 0.86 4 

 

 

 

3.5. Chart analysis of tracking signal patterns and moving range 

As has been presented in Tables 8 and 9, the results of the forecasting are then presented in a 

graphic pattern that shows the accuracy of the results of forecasting the number of DHF patients that have 

been done. The chart of the tracking signal pattern using the trend moment method is presented in Figure 1 
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and the chart of the tracking signal pattern using the double moving average method is presented in Figure 2, 

both graphs produce information about the presence or absence of a value out of the UCL of 4 and the limit 

LCL of -4. 
 

 

  
  

Figure 1. Tracking signal pattern chart for trend 

moment method 

Figure 2. Tracking signal pattern chart for the double 

moving average method 
 

 

From the chart of the tracking signal pattern using the trend moment and double moving average 

methods in Figures 1 and 2 show that the forecasting data can be said to be good because no one has crossed 

the UCL and LCL values, which are 4 and -4. Furthermore, the moving range accuracy value from the results 

of forecasting the number of DHF patients from Tables 8 and 9 is also presented in the form of a graphic 

pattern that shows the accuracy of a forecast number of DHF patients. The moving range pattern chart using 

the trend moment method is presented in Figure 3 and the moving range pattern chart using the double 

moving average method is presented in Figure 4 which is shown by the magnitude of A-f which shows the 

difference between the actual data and the results of forecasting. 
 

 

  
  

Figure 3. Moving range pattern chart for the trend 

moment method 

Figure 4. Moving range pattern chart for the double 

moving average method 
 

 

 From the moving range pattern chart using the trend moment and double moving average methods 

in Figures 3 and 4 show that none of the forecasting data came out or passed through the UCL and LCL. The 

UCL and LCL values in the moving range are obtained by using (13) and (14) so that based on the moving 

range pattern graph in Figures 3 and 4 between the actual data and forecasting results there is no significant 

difference. 

 

 

4. CONCLUSION 

Forecasting results using the trend moment and double moving average methods are presented in the 

form of chart patterns to measure the accuracy of forecasting results using tracking signal and moving range 

which shows that forecasting results are said to be good because no one has passed the upper limit of the 

UCL and LCL so that the difference between the actual data and forecasting results is not too significant. As 

for the two trend moment and double moving average methods, it can be concluded that the trend moment 

method has more advantages than the double moving average method because the difference in actual data 

and forecasting results are close to and also shown in the pattern chart by looking at the difference in data in 
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each period. Based on this, it is recommended to use the trend moment method as an approach to predict the 

number of DHF patients in the following years in anticipation of uncertainty in the number of DHF patients 

as a follow-up plan for decision makers in making policies to anticipate the increasing number of DHF 

patients from year to year. 
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