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 ABSTRACT Artificial Neural Network (ANN) is recognized as one of effective forecasting engines for various 

business fields. This approach fits well with non-linear data. In fact, it is a black box system with random 

weighting, which is hard to train. One way to improve its performance is by hybridizing ANN with other methods. 

In this paper, a hybrid approach, Genetic Algorithm-Neural Fuzzy System (GA-NFS) is proposed to predict the 

number of unique visitors of an online journal website. The neural network weight is precisely determined using 

GA. Afterwards, the best weight has been used for testing data and processed using Sugeno Fuzzy Inference 

System (FIS) for time-series forecasting. Based on experiment, GA-NFS have been produced accuracy with 0.989 

of root mean square error (RMSE) that is lower than the RMSE of a common NFS (2,004). This may indicate that 

the GA based weighting is able to improve the NFS performance on forecasting the number of journal unique 

visitors. 
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List of Abbreviations 

ARIMA: Auto Regressive Integrated Moving Average  

ARMA: Autoregressive Moving Average 

ANFIS: Adaptive Neural Fuzzy Inference System 

ANN: Artificial Neural Network 

BPNN: Backpropagation Neural Network 

ETS: Exponential smoothing models from innovation state 

space 

GA: Genetic Algorithm  

NARX: Nonlinear Auto-Regressive models with 

eXogenous inputs 

OT: Orthogonal Test 

RBF: Radial Basis Function 

SARIMA: Seasonal Autoregressive Integrated Moving 

Average 

SVM: Support Vector Machine  

I. INTRODUCTION 

ITH the growing use of the Internet throughout the 

world, the number of available websites has also 

increased. In terms of statistics, the number of visitors and 

content accessed by users on a site shows the performance of 

the site. The significance growing number of visitors 

requires a good resource allocation for the website server. 

Thus, a forecasting is required to develop an appropriate plan 

for upgrading the server, power management, and efficient 

utilization of networking equipment [1]. The forecasting 

may also be required to estimate a possible revenue from 
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advertising [2]. 

Several studies related to the forecasting of website 

traffic were done, most of them used historical data of 

visitors [2–4]. Various approaches were also applied such as 

recurrent neural network (RNN) [4], ARIMA [5], ARIMA 

and LSTM RNN [3], and prophet time series model [2]. Even 

though there were many studies addressing website traffic 

forecasting, to the best of our knowledge, there was no study 

focusing on online scientific journals’ visitors. 

For online scientific journals, the visitor’s traffic may 

become a benchmark for the success. A large number of 

visitors may indicate the availability of good collections, 

play a role in increasing visibility, prestige, and access to 

scientific papers by readers or visitors. Furthermore, the 

number of visitors may become a parameter for national 

journal accreditation. 

Forecasting a number of online journal website visitors 

in the future is needed to review journal management 

policies and improve the visibility and quality of interface 

design of journal sites. Thus, an implementation of 

forecasting methods may become an important part of online 

journal management. 

Numerous forecasting methods using intelligent 

algorithms such as Backpropagation Neural Network 

(BPNN), fuzzy logic, Adaptive Neural Fuzzy Inference 

System (ANFIS), Radial Basis Function (RBF), Support 

Vector Machine (SVM), and Genetic Algorithm (GA) were 

developed. The BPPN was implemented for inflation rate 

prediction [6], pollutant emissions prediction [7], and water 

simulation [8]. Fuzzy logic based methods were used to 

address uncertainty in time series data such as wind and 

wave climate [9], short-term electrical load [10], and long-

term electrical load [11]. 

ANFIS that was developed by incorporating neural 

networks and fuzzy logic was implemented to address the 

complexity of atmospheric turbidity forecasting [12], laser 

cutting roughness prediction [13], and short-term wind and 

wave conditions prediction [14]. Furthermore, a combination 

of ANFIS and RBS is developed to predict biodiesel density 

[15]. SVM that was well known as a powerful method for 

regression and classification problems was also used for 

prediction of oil price [16] and photovoltaic power [17]. As 

optimization tools, GA was used to construct rule-based 

forecasting [18] and optimize Auto Regressive Integrated 

Moving Average (ARIMA) model [19] for time series data. 

Mainly, researchers stated that intelligent algorithms 

have better accuracy than traditional algorithms such as 

Autoregressive Moving Average ARMA [20–22], Auto 

Regressive Integrated Moving Average (ARIMA) [5, 23], 

and Seasonal Autoregressive Integrated Moving Average 

(SARIMA) [24, 25]. However, in some cases, researchers 

used traditional algorithms to have a good forecasting 

performance for a specific problem. In other words, each 

forecasting method has different efficiency due to its 

characteristics. 

Some believe that hybridization methods [26–29] may 

improve the individual strengths as well as remove the 

weaknesses of each technique. The hybrid approach 

combines two forecasting approaches, such as Wavelet-

ARMA-NARX [30], ANN-ARIMA [31, 32], ETS-ANN 

[33], and OT-SVM [34]. Each hybrid technique has its own 

characteristics and efficiency. 

The purpose of this paper is to introduce the Genetic 

Algorithmised Neuro Fuzzy System (GA-NFS) approach in 

forecasting visitors on online scientific journal websites. 

Whilst Neural Fuzzy System (NFS) has been successfully 

implemented for various forecasting problems [35, 36], there 

are opportunities to improve its performance by applying 

optimization method. In this paper, the genetic algorithm that 

has been proven as a robust optimization technique [37] is 

used to improve the weight in the neural networks training 

process.  

In this study, our model employs three methods including 

Neural Network, Fuzzy Logic, and Genetic Algorithm. This 

strategy provides a hybrid model which produces better 

results by merging strong points of the methods. 

The Neural Network and the fuzzy logic are arranged as 

a concurrent system. In this system, the methods work 

continuously together. In the first stage, the data is processed 

using Neural Network. The Neural Network produces 

outputs with lower dimension data that are fed to Fuzzy 

Inference System in the second stage. With lower dimension 

of input data, a more efficient Fuzzy Inference System could 

be built with fewer fuzzy rules and also lower computational 

time. 

The main challenge of implementation of the scenario is 

to ensure that the forecasting result is accurate. To address 

the challenge, the Genetic Algorithm is employed to adjust 

weights of the Neural Network. The Genetic Algorithm 

continuously feeds input data into the Neural Network that 

produces input data for the Fuzzy Inference System. Output 

of the Fuzzy Inference System is evaluated by the Genetic 

Algorithm that then adjusts the Neural Network’s weights. 

By repeating the process, better forecasting results will be 

achieved each iteration. Thus, the main contribution of this 

paper is providing an effective mechanism for improving 

NFS weight using the Genetic Algorithm. 

This paper consists of five sections. An introduction 

highlights the background problem and related research is 

previously in Section 1. Section 2 presents research 

methodology, explains the GA-NFS algorithms processes. 

Section 3 is forecasting using NFS. Section 4 includes results 

and discussion that explains the findings of forecasting using 

proposed method. Conclusions are presented at the last 

section. 

II. RESEARCH METHOD 

A. STRUCTURE OF GA-NFS 

This paper proposes the GA-NFS for unique visitor 

forecasting. In the first phase, GA is used to optimize the 

weight in the neural network training process. This process 

produces the best weight that is used for forecasting with 
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testing data. In the second phase, the previous output is used 

as an input of Sugeno FIS to get the final estimation. 

The baseline, Neuro Fuzzy System (NFS) [38] has two 

stages in data processing. In the first stage, the data is 

processed using Neural Network. While in the second stage, 

the output produced in the first process will be used as input 

and processed by using Fuzzy Inference System (FIS) 

method. In this research, fuzzy method used is Sugeno FIS 

model. This model was chosen because of its efficiency in 

forecasting. Figure 1 shows the architecture of NFS.  

 
Figure 1. NFS architecture 

 

The proposed method, GA-NFS, optimizes the NFS by 

producing the best weight for NFS in Figure 1. The weight 

optimization process using GA is shown in Figure 2. 

 

 

Figure 2. Weight optimization process using GA 

The implementation of GA requires the following stages: 

1. Building structure of GA by determining chromosome 

representations and reproduction operators (crossover, 

mutation, and selection). 

2. Testing the best parameters’ values of GA that include 

population size (PopSize), generation, crossover rate 

(cr), and mutation rate (mr). 

B. CHROMOSOME REPRESENTATION 

The first step in GA implementation is defining gene or 

chromosome representation. A good chromosome 

representation will ease the process of solution finding. In 

this case, real code chromosomes represent the weights of 

Neural Networks training process. The number of weights is 

obtained by counting the amount of inputs and outputs 

multiplied by the number of neurons on the hidden layer of 

Neural Networks. The number of neurons in hidden layer 

will be determined in preliminary computational 

experiments. For example, there are 10 neurons in the hidden 

layer, therefore a chromosome will contain a total number of 

weights equal to 4 (number of inputs) × 10 + 2 (number of 

outputs) × 10 = 60. An array of real values is used to encode 

the solutions. By using this real-coded chromosome 

representation, various genetic operators (crossover and 

mutation) can be adopted to explore a large feasible search 

space for Neural Network’s weights and increase the 

possibility to achieve better results. The initial chromosomes 

values are generated randomly of -1 to 1.  

In a previous research, the forecasting errors accuracy 

was obtained from differences between actual data and 

estimated results [39]. Hence, the smaller error means a more 

accurate forecasting result. In this study, we use root mean 

square error (RMSE) that is the standard deviation of the 

prediction errors. In the second step fitness functions are 

calculated based on RMSE. The bigger fitness value 

indicates more accurate results since the fitness is an inverse 

of errors.  

The third step, crossover, is done by selecting two parents 

randomly from the population. There are several types of 

crossover such as ordered based, one-point, two-point, and 

N-Point crossover. In this paper, one-point method is used. 

This method selects one random point and swaps the right 

side of each parent to produce offspring.  

Mutation processes are performed in the fourth step by 

randomly selecting a parent from the population. In this 

paper, the reciprocal exchange mutation method has been 

implemented. 

The last step, selection process, is an essential chunk of 

GA because it can produce convergence level. In this paper, 

the elitism as a selection method has been applied. This 

method is broadly used in numerous studies related to 

optimization problems. In principle, the elitism method is 

performed by gathering all individuals in a population 

(parents) and offspring in a shelter. Then, the best individual 

population in this shelter will pass to enter in the next 

generation. Thus, this method ensures that the best 

individuals will always get away with it. 

C. TESTING THE BEST PARAMETER VALUES 

Some tests are done to obtain the best weight during the 

training data process. The tests performed are population size 

(PopSize) testing, generation, and crossover rate (cr) and 

mutation rate (mr) combinations. Determining the best 

parameter values for GA is a crucial step to ensure that the 

GA will produce good results in reasonable amount of time. 

For example, using a higher population size and number of 
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iterations (epoch) will allow the GA to explore a wide search 

space but a higher computation is required. 

Having obtained the best weight, the data is tested until 

the output is generated at this stage. 

D. DATA PROCESSING 

Data processing is done in the second phase. At this phase, 

data is processed by using the Sugeno FIS method. In data 

processing, the input used in this phase is the output 

generated in the previous stage. In addition, external factors 

are also used as input variables at this phase. After data 

processing using Sugeno FIS is completed, the final output 

is forecast. 

This research uses time-series data of journal visitors in 

a university website which is recorded in the journal 

statcounter account. It is daily data in one-year period (Page 

Loads and Unique Visits). In this study we used 460 records 

of data (from August 1, 2016 – November 3, 2017).  

Here, the amount of training and testing data is 

determined based on previous research that is 70:30. As a 

result, the training and testing data consist of 345 and 115 

records respectively. Here, several input variables have been 

explored. Page loads were divided into three time series 

variables. They were t-1, t-2, and t-3 as shown in Table 1. 

Whereas Unique Visits as external factors are shown in 

Table 2. 

Table 1. The example of Time Series Variable  

Day Date 
Page 

Loads 

Time Series Variables 

t-1 t-2 t-3 

Monday 1/08/2016 233 247 302 182 

Tuesday 2/08/2016 247 302 182 210 

… … … … … … 

Friday 3/11/2017 635 234 166 298 

Table 2. The example of External Factor  

Day Date 
External Factor 

Unique Visit 

Monday 1/08/2016 34 

Tuesday 2/08/2016 23 

Wednesday 3/08/2016 24 

Thursday 4/08/2016 25 

Friday 5/08/2016 24 

… … … 

Friday 3/11/2017 68 

 

For both NFS and GA-NFS, this study performs several 

tests using some parameters such as learning rate, epoch, and 

neurons. Furthermore, in GA-NFS, the performed tests 

include the PopSize, the number of generations, and the cr 

mr value testing. Genetic Algorithm and Neural Network are 

stochastic methods and different solutions are obtained in 

each run, so the methods are run 5 times for each fixed value 

of the parameters. The average fitness of the runs can be used 

to measure the stability of the solutions obtained. The 

computation test is performed to obtain the best parameter 

values that provide good results in reasonable amount of 

time. Generally, the higher parameter values such as 

population size and number of generations will yield more 

accurate results for forecasting. However, a higher 

computational time is also required. 

The first test is the learning rate test. This test is 

performed to obtain the value of learning rate (0-1) with a 

smallest of an average of RMSE value. For the initial test, 

epoch 2000 and 3 neurons have been used. The test results 

are as presented in Table 3. 

 

 

 

Table 3. The results of learning rate testing 

Learning 

rate 
Epoch  

Experiments 
Avg of 

RMSE 
1 2 3 4 5 

RMSE 

0.1 2000 0,00276 0,00262 0,00258 0,00266 0,0028 0.002684 

0.2 2000 0,00264 0,00267 0,00264 0,00263 0,00264 0.002644 

0.3 2000 0,00264 0,00262 0,00262 0,00258 0,00263 0.002618 

0.4 2000 0,00263 0,00261 0,00261 0,00261 0,00258 0.002609 

0.5 2000 0,00263 0,00262 0,00264 0,00261 0,00262 0.002624 

0.6 2000 0,00267 0,00259 0,00261 0,00258 0,00264 0.002617 

0.7 2000 0,00261 0,00262 0,00261 0,00262 0,00258 0.002607 

0.8 2000 0,00264 0,00267 0,00265 0,00263 0,00262 0.002642 

0.9 2000 0,00268 0,00268 0,00262 0,00257 0,00268 0.002647 

1 2000 0,00262 0,00263 0,00259 0,00269 0,00269 0.002645 

 

Table 3 shows that the best learning rate was 0.7 with an 

average of RMSE of 0.002607. This value will be used in the 

next testing, that is, the number of epoch testing, where a 

number of epochs to be tested varies from 5000-100000. The 

epoch testing results are shown in Table 4.  

Table 5 shows that the best number of neurons was 10. 

Thus, the smallest average of RMSE value of 0.00201 has 

been obtained. The results of this test acquired the best 

weight in the training process. This weight can be used in the 

next stage of NFS testing data. In addition, it can be used to 

form a chromosome representation in the proposed method, 

GA-NFS.  
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Table 4. The result of epoch testing 

Learning 

rate 
Epoch 

Experiments 
Average of 

RMSE 
1 2 3 4 5 

RMSE 

0.7 5000 0.003 0.002 0.002 0.002 0.002 0.002 

0.7 10000 0.002 0.002 0.002 0.002 0.002 0.002 

0.7 30000 0.002 0.002 0.002 0.002 0.002 0.002 

0.7 50000 0.002 0.002 0.002 0.002 0.002 0.002 

0.7 100000 0.002 0.002 0.002 0.002 0.002 0.002 

 

Table 5. The result of neuron testing 

Learning 

rate 
Epoch 

 Experiments 
Average of 

RMSE 
Neuron 1 2 3 4 5 

  RMSE 

0.7 100000 4 0.004 0.004 0.003 0.003 0.004 0.003 

0.7 100000 6 0.003 0.003 0.002 0.002 0.003 0.002 

0.7 100000 8 0.002 0.002 0.003 0.002 0.002 0.002 

0.7 100000 10 0.002 0.004 0.002 0.002 0.002 0.002 

 

Based on Table 5, 100000 was the best epoch with an 

average RMSE value of 0.00222. These results can be used 

in subsequent testing to discover the best number of neurons. 

The numbers of neurons to be tested were 5-10 neurons. 

After the chromosome formation, the number of PopSize 

is tested. In this experiment, the number of chromosomes to 

produce the best solution is calculated by the number of 

Popsize testing. The number of popSize tested were 10, 20, 

30, 40, and 50. The number of initial generations was 150 

when the values of cr and mr of 0.3 and 0.7 were utilized. 

The PopSize test results are shown in Figure 3. 

 

 

Figure 3. The results of PopSize testing 

Based on Figure 3, it can be seen that the greater number 

of popSize may result in the higher value of average fitness. 

In general, increasing the number of popSize may obtain 

better fitness values because GA has a wider search area. At 

some point, the fitness value is not increased significantly. A 

significant increase is not experienced at popSize values 

from 30 to 40 and tends to be stable so that the value of 

popSize 30 is the best popSize. 

The next testing is the number of generations. This 

testing aims to determine the best generation by producing 

the optimum solution to this problem. This test used popSize 

of 30 generated in the previous test. 

 

 

Figure 4. The result of testing generation number 

Figure 4 shows that more generations may increase the 

average fitness value. The number of generations from 300 

to 600 has a significant increase, but when it is above 600, 

the increase in fitness values tends to be stable. Therefore, 

the best generation is 600. 

Furthermore, this study conducted a test to find the best 

crossover rate (cr) and mutation rate (mr) value. Appropriate 

cr and mr values will help the Genetic Algorithm to balance 

its exploration and exploitation power. The value of popSize 

was 30 and the number of generations was 600. This value is 

used because it is considered the number that can produce 

the most optimal average fitness value after going through 

various tests. The value used in this test is chosen by 

considering the cr and mr values in each test scenario for the 

total amount equal to 1, because the test should be fair. That 

is, the number of offspring produced in each test scenario 

must have the same total. 

According to Figure 5, it can be seen that the best cr and 

mr values to obtain the optimum solutions are 0.6 and 0.4. A 

high cr value will provide many new chromosomes in the 

population. However, if the cr value is too high, a group of 

genes that produce the best fitness value do not have the 

opportunity to stick to each other in chromosomes. That is, 

these genes are likely to separate and affect the fitness value 

to be smaller. Otherwise, if the cr value is too low it will not 

produce enough new offsprings. 
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Figure 5. The result of testing cr and mr value 

III. FORECASTING USING NFS  

The best weights generated in the data training process have 

been used in the data testing stage. Table 6 shows the results 

of the data testing process. 

The output shown in Table 6 will be used as input to be 

reprocessed using Sugeno FIS to produce final forecasting. 

This stage is the final phase of data processing using NFS. 

Based on Table 7, it can be seen that the accuracy produced 

by the NFS method is 2.005 of RMSE. 

Table 6. The results of data testing process 

Periods 
Time series variable 

Actual Output (NN) 
t-1 t-2 t-3 

12/07/2017 291 420 221 411 410.2313659 

13/07/2017 420 221 320 291 293.2863146 

14/07/2017 221 320 364 420 420.1420272 

15/07/2017 320 364 317 221 222.2054394 

16/07/2017 364 317 272 320 321.3531680 

17/07/2017 317 272 440 364 365.8488516 

18/07/2017 272 440 206 317 317.2957780 

19/07/2017 440 206 98 272 273.8643448 

20/072017 206 98 325 440 440.3970469 

… … … … …  
3/11/2017 561 517 298 635 635.2557478 

 

Table 7. Forecasting results using NFS  

Periods Actual Output (NN) 
Ext. Factor NFS 

Forecasting 
RMSE 

Unique Visits 

12/07/2017 411 410.231 104 410.30484 0.483240 

13/07/2017 291 293.286 103 293.93357 8.605833 

14/07/2017 420 420.142 98 420.10029 0.010058 

15/07/2017 221 222.205 59 222.72397 2.972090 

16/07/2017 320 321.353 50 321.27723 1.631330 

17/07/2017 364 365.849 92 366.01275 4.051183 

18/07/2017 317 317.296 104 317.83452 0.696424 

19/07/2017 272 273.864 88 274.44368 5.971572 

20/072017 440 440.397 116 440.45201 0.204318 

… … … … … … 

3/11/2017 635 635.256 234 635.634720 0.4028695 

RMSE 462.2646 

 

In order to know the performance of the system, this 
research uses Root Mean Square Error (RMSE) analysis 
technique. This technique is used to determine the accuracy 
of the resulting system due to its certainty [40]. The smaller 
the RMSE value is, the more accurate are the forecast 
models.  

IV. FORECASTING USING GA-NFS  

This section discusses the implementation of same test on 
GA-NFS architecture. Based on the results of these tests, the 
best weight was obtained to be used in testing data. The 
results of data testing process with the best weight of genetic 
algorithmised-NN (GA-NN) are shown in Table 8. 

Table 8. The results of testing data process (GA-NN) 

Periods 
Time series variable 

Actual 
Output  

(GA-NN) t-1 t-2 t-3 

12/07/2017 291 420 221 411 411.914860 

13/07/2017 420 221 320 291 292.311801 

14/07/2017 221 320 364 420 422.496457 

15/07/2017 320 364 317 221 223.615624 

16/07/2017 364 317 272 320 323.029207 

17/07/2017 317 272 440 364 364.421372 

18/07/2017 272 440 206 317 318.674001 

19/07/2017 440 206 98 272 271.210135 

20/072017 206 98 325 440 440.036648 

… … … … … … 

3/11/2017 561 517 298 635 638.783311 

In the next step, this research will perform data 

processing using Sugeno FIS by using the output data in 

Table 8. The data is used as input in the next stage of final 

forecasting on GA-NFS method. Based on Table 9, the 

forecasting result using GA-NFS shows the RMSE value of 

0.989. 

Table 9. Forecasting results using GA-NFS 

Periods Actual 
Output 

GA-NN  

Ext. Factor GA-NFS 

Forecasting 
Error 

Unique Visits  

12/07/2017 411 411.915 104 411.563 0.31697 

13/07/2017 291 292.312 103 291.958 0.91776 

14/07/2017 420 422.496 98 421.132 1.28142 

15/07/2017 221 223.616 59 221.174 0.03028 

16/07/2017 320 323.029 50 320.569 0.32376 

17/07/2017 364 364.421 92 364.045 0.00202 

18/07/2017 317 318.674 104 318.322 1.74768 

12/07/2017 272 271.210 88 270.826 1.37828 

… … … … … … 

3/11/2017  635 638.783 234 636.691 2.85948 

     112.6661 

RMSE     0.989801 

 

Fig. 6 shows the comparison of forecasting results 

between the NFS and GA-NFS methods. Based on the 

comparison of the forecasting results shown in Figure 6 it 

can be seen that the GA-NFS forecasting tends to approach 
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the actual data compared to the green curve. It is also 

supported by the value of accuracy produced by both 

methods. The accuracy generated by GA-NFS (RMSE = 

0.98) is higher than that of NFS (RMSE = 2.004). This shows 

that the performance of the proposed system using (GA-

NFS) is better than its baseline (NFS), yet with higher 

computation complexity.  

 

 

Figure 6. The comparison of forecasting results between GA-NFS and NFS 

 

V. CONCLUSION 

This paper presents the performance comparison of 

intelligent algorithms, namely Neuro Fuzzy System (NFS) 

and Genetic Algorithm (GA), in learning time series data. 

Based on the forecasting results, it can be concluded that GA 

can be used to determine the optimum weight for NFS based 

forecasting. 

The best algorithm parameters used to obtain the optimal 

solution are 30 for popSize, 600 for number of generations, 

0.6 for cr and 0.4 for mr. These parameters produce the best 

forecasting with an accuracy of 0.989. In other words, GA-

NFS outperformed NFS as comparison method due to 

weighting optimization in each neuron.  

A further research in a long short-term memory (LSTM) 

should be conducted. The research may discover the 

efficiency of GA-NFS while the data availability is limited.  
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