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Abstract—Text classification (TC) is widely used for 
organizing digital documents. The issues in TC are numerous 
characteristics and high elements dimension. Many pattern 
classification issues require feature selection (FS), which is 
pertinent. FS removes unneeded and redundant data from the 
dataset. The Ant Colony Optimization (ACO) and Grey Wolf 
Optimizer (GWO) for FS are the main topics of our thorough 
assessment of the literature on the Swarm Intelligence (SI) 
algorithm. Furthermore, it illustrates how the hybrid SI 
technique is used in FS across various sectors. The hybrid SI 
technique uses applicable data from various FS methods to find 
feature subsets with smaller sizes and better classification 
performance than those found by regular FS algorithms.  

Keywords—Text classification, Feature selection, Swarm 
Intelligence, Ant Colony Optimization, Grey Wolf Optimizer. 

I. INTRODUCTION  
Machine learning (ML) has grown in importance and 

popularity as the popular intelligent approach for learning 
from written documents. Text Classification (TC) is one of the 
most popular methods for classifying documents 
automatically. The performance of ML issues is high-
dimensional data, particularly multiple characteristics. An 
essential step in TC is feature selection (FS), representing a 
subset of features. Algorithms must carry out the essential FS 
process for ML [1] [2]. Finding the optimum component 
without stressing the label's colossal group instance is a 
challenge for feature optimization that FS techniques may be 
capable of addressing in domains with many high-
dimensional features [3].  

Swarm Intelligence (SI) algorithms are used to address FS 
[4][5][6]. The solution to this issue is SI-based searching, 
which uses randomized searching to discover suitable sources 
globally [7][8][9]. The authors analyzed the Ant Colony 
Optimization (ACO) and Grey Wolf Optimizer (GWO) 
algorithms for the text FS problem in great detail. This 
research suggests an in-depth analysis of the FS process using 
SI methods. The associated works are described in Section 2. 
The FS problem's SI algorithm is in Section 3. Section 4 shows 
the hybrid SI for FS and its variations. The paper is concluded 
in the final portion. 

II. RESEARCH METHOD 

A. Swarm Intelligence 
Fast expansion SI, which has existed since the 2010s. 

Recently, various techniques for addressing optimization 
issues suggested by natural mechanisms have been explored 
[10][11][12]. Computer programs known as SI algorithms are 
built on population-based algorithms initially found in nature. 
The primary strategies for the SI algorithm's self-organization 
are listed in Table 1 [6]. High-dimensional datasets have been 
successfully analyzed using SI procedures. Consequently, the 
SI framework is in Fig. 1 [8]. 

 

 
 
Fig. 1. Swarm Intelligence Framework 

The SI framework includes initializing the population, 
establishing the stop condition, assessing the fitness function, 
updating and relocating agents, and returning the best 
response. Prior to initialization, determine the values of the 
algorithmic parameters. The first step in the SI algorithm is 
population initialization. The primary objective of the stop 
condition is algorithmic termination. The search agents are 
evaluated at the third stage of the SI framework, which also 
analyzes the fitness function. The fitness function may be 
one-dimensional, such as step condition, or simple, like 
classification accuracy. The SI algorithm's agents move and 
update based on a theoretical basis.  
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TABLE I.  STRATEGIES FOR SWARM INTELLIGENCE ALGORITHMS 

Strategies Functional Description 

Agent Generate the subtask following the 
work assignment. 

Collaboration 

Exchange data directly or indirectly 
among the agents to establish 
intelligent behavior that is utilized 
to inform population decisions. 

Exploration Using the search specified space, 
find the best global solution. 

Exploitation 
In the allocated area for the 
exploration stage, expand local 
search efforts. 

Fitness Function 
Accomplish the evaluation 
procedures involved with each 
prospective solution. 

B. Text Classification  
Text classification (TC), often known as text 

categorization, defines a document's content and then applies 
one or more class labels or categories from a specified list to 
the paper [13][14]. TC can add new patents to existing patent 
categories and automatically classify webpages or documents 
based on pre-defined labels, among other valuable 
applications [15][16]. Indexing, dimension reduction, and 
automatic categorization are techniques used in TC to 
determine whether it is categorized [17][18].  

C. Feature selection  
FS deletes redundant and irrelevant features while 

selecting a subset of pertinent features. Many scientists 
conduct thorough experiments to address these problems. 
Further, efficiently divides these highly dimensional 
variables and data into essential aspects. The FS technique 
has four fundamental phases: subset generation, subset 
evaluation, stopping criterion, and result validations [15]. In 
a generating technique, feature subsets are processed for 
evaluations. A random subset of characteristics and features 
may also be used as a starting point, after which further 
information may be added, modified, or copied. The 
evaluation parameter defines if a subset is adequate for 
analysis. Although an FS technique must be validated, the 
validation step is not part of the FS process. The FS process 
is seen in Fig.2 [20].  

 
 

 
 
Fig. 2. The Feature Selection System 

The four main divisions of FS methods are filter, wrapper, 
embedding, and hybrid approaches. The filter technique 
analyzes and selects feature subsets based on available data 

qualities rather than algorithms [21]. Wrapper approaches: 
An algorithm (such as a classification algorithm) and the 
evaluation metrics assess a subset of features (e.g., 
classification accuracy). Embedded approaches-a subset of 
the FS process is automatically embedded in an algorithm. 
Hybrid approaches make use of both wrapper and filter 
techniques [22]. 

  

III. SWARM INTELLIGENCE FOR FEATURE SELECTION 

A. Swarm Intelligence for feature selection 
SI approaches are the most effective for optimizing the 

feature subset selection process within a wrapper model 
method. To evaluate the quality of particular feature subsets, 
they must continually apply the ML technique, which is very 
computationally expensive. Improve the FS process within a 
wrapper model; the SI algorithms seek to identify which 
subset of all available features pairs with a preset ML 
algorithm to have the highest prediction performance. The 
two procedures of selecting a subset of parameters and 
evaluating the subset using the classification algorithm 
chosen are maintained in a typical wrapper method until the 
best outcome (i.e., a sure accuracy) is reached [23].  

Wrapper FS techniques reduce the amount of search space 
available for finding features. The wrapper technique often 
searches for subsets using the best algorithm before applying 
a classification algorithm to the subgroup. The wrapper 
technique offers a learning strategy for feature evaluation. 
Thus, the attributes are chosen based on how they affect the 
accuracy improvement. Fig. 3 displays a general structure for 
a wrapper model of FC for categorization [8]. 

 
 

 
 

Fig. 3. General structure for wrapper models of feature selection 

B. Ant Colony Optimization based feature selection 
Dorigo and his associates introduced Ant Colony 

Optimization (ACO) in the early 1990s. The ACO is a brand-
new meta-heuristic for solving challenging combinatorial 
optimization issues inspired by nature [10][24]. The ACO 
algorithm was developed first to address the Traveling 
Salesman Problem (TSP). Since then, it has performed a 
variety of complex issues, such as the quadratic assignment 
problem, routing in telecommunication networks, graph 
coloring problems, scheduling, and others [10].  



Although the FS issue may be expressed as a complex 
diagram, the ACO procedure settles it. Most ACO-based FS 
methods show features as graph nodes with edges indicating 
the component that should be chosen next. Ants explore the 
network for a path that passes by some nodes corresponding 
to the element. Fig. 4 depicts this configuration. The ant 
currently resides at node f1, where it can select which feature 
to add to its journey (dotted lines). According to the transition 
rule, it selects feature f2 next, followed by f3 and f4. Upon 
arrival at f4, the current subset {f1, f2, f3, f4} is determined to 
satisfy the traversal stopping criteria [25]. Following its 
investigation, the subterranean ant generates this element 
subset as an appropriate option for information pressure. 
Heuristics or pheromones, in this case, do not control the 
relationship. As a result, each character may have its own set 
of heuristics and pheromones [26] [27]. 

 

 
 
Fig. 4. ACO representation for Feature Selection 

Setting all arrays to false forces the ants into an empty 
memory state before they can search the graph for a solution. 
Afterwards, a random number is selected to lead each ant's 
starting node. They provide an exhaustive tour of the entire 
structure utilizing a choice method based on heuristic data and 
pheromone trails at each stage. Whenever the halting 
condition is still unrecognized, the ants will proceed through 
the nodes in search of the best feature for the subset. The 
simulated ant calculates the probability that features-i will be 
added to its solution at time-t by ant-k using a procedure 
known as the probabilistic transition rule. The probabilistic 
transition rule comprises heuristic desirability and pheromone 
levels, as illustrated in Equation (1) [28]. 
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(1) 

 

Jk is the set of ant k’s unvisited features, and ηi is the 
heuristic desirability of element-i. 

Afterwards, τi (t) is the pheromone value at feature-i. 
While ηj is the heuristic value of feature-j, and τj (t) is the 
pheromone value of feature-j. At the same time, α, and β are 
two parameters that determine the relative importance of the 
pheromone value and heuristic information. 

Numerous practical ACO-based FS algorithms have been 
put out in the literature. ACOFS is a brand-new hybrid ACO 
algorithm that suggests FS [29]. However, [26] provides an 

FS method based on ACO that leverages the classifier's 
performance and the length of the selected feature vector as 
heuristic data for ACO [30][31]. In ACOFS's hybrid search 
strategy, the wrapper and filter algorithms are combined 
[32][33][34][35]. 

C. Grey Wolf Optimizer based feature selection 
Grey Wolf Optimizer (GWO) algorithm to address 

optimization issues. It imitates every step of the grey wolf's 
hunting procedure, from the search strategy to the stage when 
the prey is encircled and attacked. The social hierarchy of 
wolves is divided into four groups, alpha, beta, delta, and 
omega [36], as seen in Fig. 5. 

 

 
 
Fig. 5. Hierarchical Structure of Grey Wolves 

Alpha (α) wolf is a leader and decision-maker. Beta (β) is 
alpha’s assistant in leading the group. Delta (δ) obeys the 
orders from alpha and beta. The remaining wolves are called 
omega (ω), which follow other wolves in their movement.  
The primary sources of inspiration for GWO are grey wolves' 
leadership, intelligence, and hunting tendencies in the wild. 
How grey wolves look for prey is GWO's second source of 
inspiration. The acts used to complete the hunting phase are 
chase, encircle, harass, and assault [37][38][39]. Table 2 
summarizes some works that use ACO and GWO for FS.  

IV. HYBRID SWARM INTELLIGENCE 

A. Hybrid Swarm Intelligence for Various Applications 
Numerous writers have recently developed hybrid 

techniques to address optimization issues in various 
application fields. We have investigated a few mixed swarm-
based methods that use ACO or GWO as part of the proposed 
hybridization. Our summary of various recent hybrid swarm-
based techniques is presented in Table 3.  

B. Hybrid Swarm Intelligent Based Feature Selection 
Many researchers combine unique characteristics of 

various SI algorithms to increase overall efficiency. Two ideas 
from the optimization algorithm are exploitation and 
exploration. Exploration is a technique for choosing the best 
location within a search area. Conversely, exploitation 
leverages a good point in the search space to find a more 
promising point. A quality strategy incorporating two or more 
SI procedures balances exploitation with exploration. In other 
circumstances, researchers used multiple co-evolving swarms, 
also known as multi-swarms or hybrid swarms, to tackle this 
multi-objective optimization problem  [42]. A mixed GWO 
and PSO were then presented to balance exploitation and 
exploration for the FS problem [5]. Table 4 summarizes the 
hybrid SI for FS that we have developed.  

The text categorization process is shown in Fig. 6, which 
typically entails preprocessing, feature selection, 



classification model creation, and evaluation tasks. In 
addition, words like lexical items and uncommon words—
frequently found in text documents but lacking information 
that aids in discriminating among text classes—are also 
eliminated. A select group of highly informative words is kept 
to represent texts as vectors of features. The feature extraction 
process takes out via n-gram Term Frequency-Inverse 
Document Frequency (TF-IDF) computation to obtain the 
feature vector. The TF-IDF statistic gauges a word's 
significance to writing within a collection. Each word (or 
term) in a text is assigned a variable weight, known as term 
frequency, based on how frequently it appears. Since the 
maximum value is the number of occurrences, the weight 
assigned to a word in the document increases as its frequency 
increases (High TF). If we express raw frequency t as f (t, d), 
then the simple tf scheme in Equation 2 [19].  The IDF 
technique doesn't consider how frequently a word appears in 
the text; it solely evaluates terms based on their occurrence in 
a document. The TF-IDF is commonly employed as a 
weighting factor in text mining and information retrieval. The 
extracted features are fed to the FS process to reduce the 
dimensionality of a feature vector. The formula of TF-IDF in 
Equations (3) and (4) [22]. 
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 In Equation (3), D is the number of documents containing 
term-t. While dfi is the number of occurrences (frequency) of 
the word against D. In Equation (4), W is the weight of the d-
document against the term-t [44].  

FS attempts to improve the accuracy and computational 
efficiency of text classifiers in text classification by removing 
irrelevant and noisy features using the suggested approach, 
hybrid SI. FS with hybrid SI can decrease computer 
complexity while improving classification accuracy by 
removing noisy data. Due to FS, the features are at their peak. 
Develop a text categorization system; documents must first be 
rendered eligible for classification by being represented as 
feature vectors. These feature vectors have separate test and 
training sets. The learning algorithm will be trained on a 
feature from the training set before creating the classifier. The 
ML classifier splits the input text into the categories it intends 
to employ [17]. 

In the last stage, the best feature selection methods using 
training data are applied to generate a text classifier. Its 
classification accuracy is then verified using a new set of test 
data. The efficacy of the word categorization findings is 
assessed using the top feature subset. The optimal feature 
subset's results provide a set of features for categorizing 
documents. ML classifiers such as Support Vector Machine 
(SVM), Naive Bayes Classifier, K-Nearest Neighbor (k-NN), 
and Decision Tree can be used to categorize text [18]. The 
SVM algorithm is one of the supervised ML techniques for 
various classification issues. SVM works remarkably well 
with high-dimensional data. SVM techniques are available in 
both linear and non-linear variants. The non-linear model does 
not divide the classes. In the linear variant, classes are split 
using hyperplanes [45]. Naive Bayes uses the multinomial 
model for large datasets. Bayesian reasoning and probabilistic 
inference are utilized to predict the target class. A substantial 
percentage of the classification is comprised of characteristics. 

According to the Naive Bayes technique, a feature should be 
independent of another component given known prior 
probability and class conditional probability. In contrast, a 
modified k-NN-based text classification algorithm is proposed 
and improves the system's performance. Additionally, unlike 
Naive Bayes, Decision Tree-based text classification does not 
imply independence among its characteristics. Decision trees 
perform best as text classifiers when there are few features, 
considering the allure of building a classifier with various 
components. In the testing procedure, classification 
performance is appropriately analyzed [46]. 

 
 

 
 

Fig. 6. Block diagram text categorization 

V. CONCLUSION 
Features selection techniques are classified into four types: 

filter, wrapper, embedded, and hybrid strategy. This research 
examines the contemporary feature selection-based wrapper 
strategy using a combination of two Swarm Intelligence (SI) 
algorithms. We investigated numerous hybrid swarm-based 
approaches that require hybridization with ACO or GWO. It 
seems sensible to use SI approaches to enhance the choice of 
feature subsets. The hybrid SI technique aims to discover 
feature subsets with smaller sizes and higher classification 
performance than those distinct algorithms by incorporating 
helpful information from various FS algorithms. 

 

 

 

 

 

 

 

 



TABLE II.  SEVERAL WORKS FOR FEATURE SELECTION SUMMARY 

Author  Method FS 
approach 

Domain 

 [47] ACO Wrapper Protein post-synaptic 
activity prediction 

[26] ACO Wrapper Face recognition 
system 

[48] ACO 
 

Wrapper Classification 

 [25] ACO Wrapper Classification 

 [30] ACO Wrapper Classification 

 [31] ACO Wrapper Classification 

 [49] ACO Wrapper Classification 

 [50] ACO Filter Classification 

 [28] ACO Hybrid Classification 

 [51] ACO Wrapper Text categorization 

 [52] ACO Wrapper Classification 

 [4] ACO Wrapper Image classification 

 [29] ACO Hybrid Classification 

 [24] ACO Wrapper Classification 

 [32] BACO Wrapper Reggression  

 [33] ACO Wrapper Classification 

 [34] ACO Filter Classification 

[35] ACO Filter Classification 

 [53] GWO Wrapper EMG signals 
Classification 

 [54] GWO Wrapper Classification 

 [21] ACO Hybrid Classification 

 [13] Binary 
GWO 

Wrapper Text Classification 

 [37] GWO Wrapper Classification 

[7] 
Improve

d 
BGWO 

Wrapper Classification 

 [38] GWO Wrapper Classification 

[3]  GWO Wrapper Text Classification 

[39] IG-
GWO 

Hybrid Text Classification 

[23] MOGW Wrapper Text Classification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE III.  HYBRID SWARM-BASED APPROACHES 

Authors Method Hybridization principle Domain 

 [55] PSO-
ACO 

The PSO-ACO algorithm is 
utilized as the k - means 
algorithm's initial 
condition. 

Clustering 

 [56] ACO-
PSO 

The ACO pheromone 
update rules are combined 
with local exploration and 
global exploitation to 
provide the search 
mechanism of the PSO 
algorithm. 

TSP 

[57]  
ACO-
PSO 
 

According to a comparison 
of the top solutions that 
ACO and PSO uncover, the 
best solution is allocated to 
the system's overall best 
explanation. 

Turkish 
energy 
demand 

estimation 

[58] ACO-CS 

Breast cancer detection 
using digital 
mammography using the 
ACO and CS algorithm. 

Image 
processing 

 [59] ACO-
PSO 

The PSO algorithm 
evaluates the importance of 
inter-city pheromones and 
distance and finds the 
appropriate parameter 
values for ACO city 
selection operations. 

TSP 

 [40] GWO-
PSO 

Convex economic load 
dispatch with GWO-PSO. 

Economic 
Load 

dispatch 

[60] PSO-
GWO 

Enhance the exploration in 
GWO with the PSO 
exploitation to produce the 
strengths of both variants. 

Convergence 
performance 

[61] ACO-
GWO 

GWO based on the ACO 
for Assembly Sequence 
Planning (ASP). 
 

ASP 

[21] Binary 
GA-PSO 

To combine the exploration 
capabilities of PSO and the 
ability of GA, BGSO can 
extract data from the 
acquired feature subsets 
sufficiently. 

Pattern 
recognition 

[41] GWO-
PSO 

PSO to improve the GWO 
method's progress in 
addressing the ORPD 
problem in the context of 
electrical power networks. 

Optimal 
reactive 
power 

dispatch 
(ORPD) 
problem 

 

 

 

 

 

 

 

 

 

 

 

 

 



TABLE IV.  HYBRID SWARM  INTELLIGENCE BASED FEATURE 
SELECTION 

Authors Method  Hybridization principle Domain 

[42] ACO-GA 

ACO-GA hybrid for text 
FS. The size of the chosen 
feature subset is used as 
heuristic data. 

Text  
categoriza
tion 

 [20] ACO-PSO ACO-PSO for reduce of the 
number of selected features 

Classificat
ion 

 [62] GWO-CS 

Alpha wolf, Beta wolf, and 
Delta wolf are the top three 
solutions that GWO has 
updated using CS's global-
search functionality. 

Classificat
ion 

 [14] ACO-ABC Combines ACO and ABC 
to optimize FS 

Classificat
ion 

 [63] PSO-GWO 

Incorporating the PSO into 
the GWO to assign class 
labels and produce various 
text document clusters. 

Text 
clustering 

 [64] BGWO-
PSO 

The hybrid BGWO-PSO to 
find the best feature subset. 

Classificat
ion 

 [5] GWO-PSO 

The best subset of the 
feature is located using the 
hybrid GWO-high PSO's 
exploitation and 
exploration capabilities.
  

Classificat
ion 

 [65] GWO-
GOA 

The hybrid GWO-GOA 
method processes the text 
FS by first picking the local 
optima from the text 
document and then 
choosing the best global 
optima from the local 
optimum. 

Text 
clustering 
 

[66] GWO-PSO 

Combines BPSO (BPSO) 
and BGWO (BGWO) to 
enhance the global search 
capability when solving the 
FS problem in high-
dimensional datasets. 

Classificat
ion 
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