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Abstract 

In this study, a multivariate Weibull regression (MWR) model is 
proposed. The MWR model is a regression model developed from a 
multivariate Weibull distribution. The proposed MWR model is 
derived from the joint survival function of the multivariate Weibull 
distribution developed by Lee and Wen [5], in which the scale 
parameters are stated in terms of the regression parameters. The aim of 
this study is to estimate the MWR model parameters using the 
maximum likelihood estimation (MLE) method, and to test the 
regression parameters. The results show that the maximum likelihood 
estimator can be obtained by using the Newton-Raphson iterative 
method. The regression parameter testing involves simultaneous and 
partial tests. The test statistic for simultaneous test is Wilk’s likelihood 
ratio statistic and the test statistic for partial test is Wald statistic. Wilk 
statistic follows chi-square distribution, which can be derived from the 
likelihood ratio test (LRT) method. The Wald statistic follows 
standard normal distribution derived from the asymptotic property of 
the maximum likelihood estimator. 
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1. Introduction 

The Weibull distribution is a commonly used model in reliability, life 
time and environmental data analysis. The univariate Weibull distribution 
originally depends on three parameters, namely, location parameter, scale 
parameter and shape parameter. A special Weibull distribution is the scale-
shape version. It is a univariate Weibull distribution depending on two 
parameters, namely, scale and shape parameters. As the Weibull distribution 
development, it can depend on the covariates or explanatory variables [4, 9]. 
The scale or shape parameter of the Weibull distribution can be expressed in 
terms of the regression parameters. Furthermore, a probability density 
function of the Weibull distribution in which the scale parameter is expressed 
in terms of the regression parameters is called the Weibull regression model. 
The Weibull distribution has interrelation functions, such as the probability 
density function (PDF), cumulative distribution function (CDF), survival 
function and the hazard function. If one of them is known, then the other 
functions can be found. 

Many references in literature discuss the Weibull distribution, but still 
not much about Weibull regression model. O’Quigley and Roberts [7] 
proposed a regression model for the study of survival time. The study 
discussed parameter estimation of the univariate Weibull regression model, 
and the estimated parameter was computed by Fortran program. Hanagal        
[2, 3] discussed the bivariate Weibull regression models for survival time 
(censored samples) derived from bivariate exponential distribution of 
Marshal-Olkin and by extending Freund’s bivariate exponential distribution 
with identical covariates and non-identical regression parameters. The 
parameter estimation method of bivariate Weibull regression models 
proposed by Hanagal was MLE. 

Study of both the theory and applications of Weibull regression is still 
limited to the univariate and bivariate cases, meanwhile many problems in 
various fields involving more than two responses data need solving using 
MWR model. Moreover, the study of the Weibull regression model is still 
limited on the parameter estimation, whereas discussion about the regression 
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parameter testing is rarely done. Therefore, as the Weibull regression model 
development, in this study, the general model of the MWR and the regression 
parameter testing procedures are proposed. The proposed MWR model is 
constructed from the joint survival function of the multivariate Weibull 
distribution developed by Lee and Wen [5], in which the scale parameters are 
expressed in terms of the regression parameters with identical covariates and 
non-identical regression parameters. The study is focused on the MWR 
model construction, parameter estimation and hypothesis testing for 
regression parameter. The parameter estimation method is MLE and the test 
statistic for simultaneous test is Wilk’s likelihood ratio statistic which is 
derived from the likelihood ratio test method. The test statistic for partial test 
is Wald statistic derived from the asymptotic property of the maximum 
likelihood estimator. 

The remaining part of the paper is organized as follows: In Section 2, we 
introduce the general model of MWR. Parameter estimation of the MWR 
model is discussed in Section 3, the regression parameter testing is discussed 
in Section 4, and finally, we conclude the study in Section 5. 

2. The Multivariate Weibull Regression Model 

To derive MWR model in this section, first we discuss the interrelation 
functions in the Weibull distribution, namely, the survival function, CDF and 

PDF. Let [ ]TmYYY "21  be a continuous nonnegative random vector 

associated with a typical unit. Lawless [4] defined the joint survival function 
denoted by ( )myyS ...,,1  as 
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and the joint CDF denoted by ( )myyF ...,,1  is defined by 
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The marginal survival function and distribution function will be denoted by 
( ) ( )kkkk yYPyS >=  and ( ) ( ),kkkk yYPyF ≤=  respectively, for ,2,1=k  

...., m  

Based on the probability properties, the relationship between the joint 
CDF given by equation (2.2) and the joint survival function (2.1) can be 
written as 
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[1]. For 3-variates case, the relationship (2.3) can be expressed as 

( ) ( ) ( ) ( ) ( )21321321 ,1,, yySySySySyyyF +−−−=  

( ) ( ) ( ).,,,, 3213231 yyySyySyyS −++  (2.4) 

Let the CDF ( )myyF ...,,1  and the joint survival function ( )myyS ...,,1  

be absolutely continuous functions, by differentiating both sides of equation 
(2.3) with respect to ,...,,, 21 myyy  the joint PDF ( )myyf ...,,1  of the 

multivariate Weibull distribution can be obtained, that is, 
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Lee and Wen [5] constructed the joint survival function of the 
multivariate Weibull distribution for continuous nonnegative random vector 

[ ]TmYYY "21=y  which is given by equation (2.6) as follows: 
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with ;10 ≤< a  ;...,,,0 21 ∞<< myyy  ∞<γγ< m...,,0 1  and mλλ< ...,,0 1  

.∞<  The parameter a represents the degree of dependence in associations of 
,...,,, 21 mYYY  the parameters kγ  and kλ  for mk ...,,2,1=  are shape and 

scale parameters, respectively. The cases 0=a  and 1=a  correspond to 
maximal positive dependence and independence, respectively. Lu and 
Bhattacharyya [6] showed that the correlation coefficient of any pair of the 
random variables on the multivariate Weibull distribution is nonnegative, 
which can be obtained from the general moment of random variables of the 
bivariate Weibull distribution. Furthermore, Lee and Wen [5] derived the 
general moment of random variables of the multivariate Weibull distribution. 
The marginal survival functions of (2.6) are 
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The PDF of the scale-shape version of the univariate Weibull distribution can 
be derived from the survival function (2.7) by using the relationship (2.5), 
and it has an expression: 
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It follows directly (2.5) and (2.6), the joint PDF of the multivariate Weibull 
distribution can be obtained, and it has an expression as follows: 
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To compute ( ),,, amC A  the summation is extended over all partitions of m 

into A  parts, that is over all nonnegative integer solutions of the system of 

equations ∑
=

=
m

k
k

1
AA  and ∑

=
=

m

k
k mk

1
.A  From (2.8), for ,3=m  we get 

( ) ( ) ( ) ( ) ( ) ( )∑
=

−+ +−−−−=−
3

1

2
3

3
3

21
3

3 ,1321,,31
A

AA A aaa AaAaaaaaAaC  

where 

∑
=

γγγγ

⎟
⎠
⎞

⎜
⎝
⎛
λ

+⎟
⎠
⎞

⎜
⎝
⎛
λ

+⎟
⎠
⎞

⎜
⎝
⎛
λ

=⎟
⎠
⎞

⎜
⎝
⎛
λ

=
3

1 3
3

2
2

1
1

3 ,
321

k

aaaa

k
k yyyyA

k
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Furthermore, parameter estimation of PDF (2.8) can be done by using the 
MLE method. 

In a univariate Weibull regression, the scale parameter can be expressed 
in terms of the regression parameters [2-4]. In a similar manner, the scale 
parameters of the multivariate Weibull distribution can depend on the 
covariates, that is, the scale parameters of the joint survival function stated in 
equation (2.6) can be expressed in the regression model. Because the scale 
parameters are positive valued, then kλ  for mk ...,,2,1=  can be expressed 

in terms of the regression parameters in the following way: 
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[ ]TpXXX "211  is a ( ) 11 ×+p  vector of covariates or independent 

variables. Using the relationship (2.9), the joint survival function (2.6) can be 
written in terms of the regression parameters as follows: 
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Based on the joint survival function given by equation (2.10), the joint 
PDF stated in terms of the regression parameters can be determined by using 
a relationship (2.5), and it has an expression as follows: 
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The joint PDF given by equation (2.11) is called a multivariate Weibull 
regression (MWR) model. It has ( ) 12 ++pm  parameters consisted of one 

parameter of degree of dependence, m shape parameters and ( )1+pm  

regression parameters. The parameters of the MWR model (2.11) can be 

written in the vector form as [ ] ,TTTa βγθ =  with [ ];21 m
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For ,3=m  the model (2.11) is known as a trivariate Weibull regression 
model which has an expression 
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3. Parameter Estimation of the MWR Model 

The parameter estimation method proposed for the MWR model in this 
study is MLE. The initial step of the MLE method is defining the likelihood 
function. Suppose that there are random samples ( )miii YYY ...,,, 21  of 
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responses taken from the population of the multivariate Weibull distribution 
which has joint PDF (2.8), and ( )piii XXX ...,,, 21  for ni ...,,2,1=  are the 

observation values of covariates. The likelihood function of (2.11) is defined 
by 
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The idea of MLE method is to obtain the estimator ( )θ̂  maximizing the 

function (3.1). Because ( )yθ |L  has partial derivatives with respect to all 

components of vector ,θ  then θ̂  is often obtained by solving the equation 
( ) .0θ

θy =
∂

|∂ L  In most situations, it is more convenient to work with the 

natural logarithm of ( ),yθ |L  because its maxima are attained at the same 

points as those of ( ).yθ |L  Taking natural logarithm on both sides of (3.1), 

we get 
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Based on (3.2), the maximum likelihood (ML) estimator of MWR model 

( )θ̂  is obtained by solving the equation 
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Considering on the expression of the functions (3.3)-(3.6), the likelihood 
equation (3.7) is a system of interdependent nonlinear equations which 
cannot be solved analytically for obtaining the explicit expression (closed 
form) of the ML estimator. However, it can be solved numerically by the 

Newton-Raphson procedure, and the ML estimator ( )θ̂  is estimated by the 

roots of likelihood equation (3.7). To apply the Newton-Raphson algorithm, 
computation of the gradient vector and the Hessian matrix is required. The 
Hessian matrix is the symmetric matrix of the second order partial 
derivatives of ( )θL  with respect to all combinations of the components of 

vector ,θ  and it has the general form 

 ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

.

222

222

22

2

2

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

∂∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂∂
∂

∂
∂

=

TT

TT

TT

LL
a

L

LL
a

L

a
L

a
L

a
L

ββ
θ

γβ
θ

β
θ

βγ
θ

γγ
θ

γ
θ

β
θ

γ
θθ

θH  (3.9) 

Based on the expression of function (3.2), to calculate directly the 
gradient vector (3.8) and the Hessian matrix (3.9) is not simple, hence to 
make the calculation easier, these can be split into four parts, so that 
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and the Hessian matrix is formulated as 
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where ( )θqL  for 4,3,2,1=q  is given by equations (3.3)-(3.6), respectively, 

[10]. 

Based on the expression of equation (3.6), the component of vector 
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( )θg4  can be formulated as follows: 
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i

Q
Q

1
4 ,1

θθg  (3.12) 

and the elements of the symmetric matrix ( )θH4  can be obtained by using 

the form 

 ( ) ∑
=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎥⎦
⎤

⎢⎣
⎡
∂

∂
⎥⎦
⎤

⎢⎣
⎡
∂
∂

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂∂

∂1=
n

i
T
ii

iT
i

i

QQQQ
Q1

2

24 .
θθθθ

θH  (3.13) 

Because the gradient vector and the Hessian matrix of log-likelihood (3.2) 
are now known, then the Newton-Raphson algorithm can be applied to obtain 

θ̂  that maximizes the function (3.2) or (3.1). 

4. Hypothesis Testing for Regression Parameter 

Hypothesis testing for regression parameters of the MWR model 
involves simultaneous and partial tests. The goal of the simultaneous test is 
to confirm the influence of covariates simultaneously. The hypothesis form 
of the simultaneous test is 

0βββ ==== ∗∗∗
m"210 :H  

:Ha  At least one ,0β ≠∗
k  for ,...,,2,1 mk =  (4.1) 

where [ ]Tkpkkk βββ=∗ "21β  and 0 is 1×p  vector zero. The test statistic 

for simultaneous test is derived from the likelihood ratio test (LRT) method 

given by ( )
( )

.ˆ
ˆ

1

0
Ω
Ω

=
L

LLR  Based on the LRT method, Wilk’s likelihood ratio 

statistic has a form 

 ( )
( )

( ( ) ( ))0
0 ˆˆ2ˆ

ˆ
log2 Ω−Ω=⎥

⎦

⎤
⎢
⎣

⎡

Ω
Ω

−= LLG
L

L  (4.2) 

[8], with ( ) ( ),log. .L=L  { }TTa βγ ,,ˆˆ =Ω  being the set of parameters under 
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population maximizing ( ),θL  namely, the estimator of the MWR model 

parameters, and { }0201000
ˆ...,,ˆ,ˆ,ˆ,ˆˆ m

Ta βββ=Ω γ  is the set of parameters 

under 0H  maximizing ( ).θL  

Based on the asymptotic distribution of ML estimator, the statistic G can 
be written in the quadratic form as follows: 

 ( ( ) ( )) ( ) ( ) ( ) ,ˆˆˆˆ2 2
0 mp

dT ILL χ→−−≈Ω−Ω θθθθθ  (4.3) 

where ( ) ( )[ ]θHθ EI −=  is the Fisher information matrix [8]. Based on (4.1), 

equation (4.3) can be written as 

( ( ) ( )) ( ) ,ˆˆˆˆˆ2 2
0 mp

dT ILL χ→≈Ω−Ω θθθ  

where under ,H0  we have ( ) .ˆ 0θ =E  Hence, the G statistic follows the 

asymptotic chi-square distribution with mp degree of freedom. For 
significant level α with ,10 <α<  if the value of G exceeds from ( )α−1 -

quantile of the chi-square distribution, then the null hypothesis is rejected. 

Partial test for regression parameters aims to determine any significant 
parameters affecting the MWR model. The hypothesis for partial test is 
frequently put in the form 

0:H0 =βkh  

,0:H ≠βkha  for mk ...,,2,1=  and ....,,2,1 ph =  (4.4) 

Based on the asymptotic normality properties of ML estimator, the 

asymptotic distribution of the ML estimator ( )θ̂  is given by ( ) d
→− θθ̂  

( ( )[ ] ),, 1−θ0N I  and it is equivalent to 

 ( )[ ] ( ) ( ),,ˆ21
b

d
I I0Nθθθ →−  (4.5) 

where ( )[ ] ( )[ ] ( )θθθ III =× 2121  and bI  is the ( )( ) ( )( )2121 ++×++ pmpm  
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identity matrix. Let ( ) ( )khkhkhkh SE β−ββ−β ˆˆ  be the jth component of 

vector ( )[ ] ( ).ˆ21 θθθ −I  Then any component of vector (4.5) is distributed as 

( ),1,0N  that is, 

 
( )

( ).1,0~ˆ
ˆ

N
SE khkh

khkh
β−β

β−β  (4.6) 

From (4.6), the test statistic for the individual parameter test 0:H0 =βkh  is 

given by Wald statistic [8]: 

 
( )

,ˆ
ˆ

kh

kh
SE

W
β

β
=  (4.7) 

where under ,H0  ( ) .0ˆˆ =β=β khkhE  Under ,H0  W statistic follows the 

standard normal distribution. The standard error of khβ̂  is given by the 

estimated standard deviation ( ) ,ˆ jj
kv dSE =β  where jjd  is the jth diagonal 

term of [ ( )] .ˆ 1−θI  The decision will reject 0H  if the value of W  is greater 

than ⎟
⎠
⎞⎜

⎝
⎛ α− 21 -quantile of standard normal distribution, or 0H  will be rejected 

if ,_ α<valuep  where ( )∫
∞

=
W Z dzzfvaluep 2_  with ( ).1,0~ NZ  

To evaluate the goodness of proposed MWR model, the additional 
information like the mean square error (MSE) given by 

 ( )∑
=

−=
n

i
ii ffnMSE

1

2,ˆ1  (4.8) 

where f is the PDF of the population distribution given by (2.8) and f̂  is the 

MWR model, is needed. 

5. Conclusion 

The multivariate Weibull regression model is a joint probability density 
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function of the multivariate Weibull distribution in which the scale 
parameters are stated in terms of the regression parameters. The multivariate 
Weibull regression model discussed in this study is constructed from the joint 
survival function of the multivariate Weibull distribution developed by Lee 
and Wen [5]. The parameter estimation method of the MWR model is 
maximum likelihood estimation. The result shows that the likelihood 
equation is a system of interdependent nonlinear equations, which cannot be 
solved analytically to obtain the closed form of the exactness of the 
maximum likelihood estimator. The maximum estimator of the multivariate 
Weibull regression parameters is estimated by the roots of likelihood 
equation solved by using the Newton-Raphson iterative method. Hypothesis 
testing for regression parameters of the multivariate Weibull regression 
model involves simultaneous and partial tests. The test statistic for 
simultaneous test is Wilk’s likelihood ratio statistic. Wilk statistic follows 
chi-square distribution, which can be derived from the likelihood ratio test 
(LRT) method. The test statistic for partial test is Wald statistic. Wald statistic 
follows standard normal distribution derived from the asymptotic property of 
the maximum likelihood estimator. 
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