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Abstract. In managing the student study process, there is a pattern that occurs repeatedly every 

year. The recurring data will produce information in the form of student profiles, entry paths, 

student academic results, study period, average graduate-level and much other information as 

long as students take the process of teaching and learning activities. This research was conducted 

to predict student performance and e-learning satisfaction at the Computer Science department 

in Mulawarman University using the Association Rules method and Importance Performance 

Analysis. The sample in this study was 389 data of computer science graduate students. Based 

on the results of the research that has been done, it can be concluded that the graduation rate of 

computer science students of the Faculty of Computer Science and Information Technology, as 

follows; students who have graduated most have a GPA interval of 2.76 - 3.50 with male gender 

and take a study period of more than 6 years which has a support value of 0.321 and a confidence 

value of 0.628. Their perception of e-learning according to IPA coordinates community, 

collaboration, materials, social media, knowledge, synthesis, application, understanding, 

multimedia, evaluation, video, and news in quadrant II has a high level of importance with a 
relatively high level of performance and must be maintained. 

1. Introduction 

At present, every university is required to have a competitive advantage by utilizing all the resources 

they have. In addition to facilities, infrastructure and human resources, information systems are one of 

the resources that can be used to explore and enhance competitive advantage. Information systems can 

be used to obtain process and disseminate information, to support daily operational activities, while 

supporting strategic decision-making activities. There is some survey towards educational data mining 

and its scopes, such as student’s satisfaction, faculty, classroom and student evaluation, students' 

dropout, course registration, new student enrollment, and collaborative activities [1]. The student’s 

performance level can be improved by identifying the unit test, attendance, assignment and graduation, 

and giving additional guidance to improve the university result [2]. In this study, we evaluated students’ 

performance using e-learning with the association rules method and the importance of performance 

analysis. 
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The data provided in an information system is used to support decision-making activities. These 

decision-making activities are not enough to rely solely on operational data, data analysis is needed to 

explore the potential of existing information. Decision-makers try to utilize the data warehouse that they 

already have to extract useful information, to help decision making. This led to the emergence of a new 

branch of science to overcome the problem of extracting information, or an important or interesting 

pattern of large amounts of data, called data mining. The use of data mining techniques is expected to 

provide knowledge that was previously hidden in the data warehouse so that it becomes valuable 

information. 

The problem in this study is how to implement data mining with the association algorithm rule to 

analyze the academic performance of computer science students in the Faculty of Computer Science and 

Information Technology? How to evaluate student perception uses e-learning by using importance-

performance analysis? And how can these supporting factors be used as information to improve the 

quality of e-learning performance and to predict the length of study of each student? 

1.1 Data mining 

Data mining as knowledge discovery in databases (KDD) is an activity that includes gathering, using 

historical data to find order, patterns or relationships in large data. This data mining output can be used 

to make future decisions. The development of KDD causes the use of pattern recognition to diminish 

because it has become a part of data mining [3]. The main reason why data mining is needed is because 

of the large amount of data that can be used to produce useful information and knowledge[3]. 

Data Mining is one of the fields that is growing rapidly because of the huge need for added value 

from large-scale databases that are increasingly accumulated in line with the growth of information 

technology. Data mining is divided into several groups based on tasks that can be done, namely [3]: 1) 

Description. Sometimes researchers and analysts simply want to try to find ways to describe the patterns 

and trends contained in the data. 2) Estimation. The estimation is almost the same as the classification, 

except that the estimated target variable is more numerical than the category. The model is built using a 

complete record that provides the variable value of the target as a predictive value, then in the next 

review, the estimated value of the target variable is made based on the value of the predictive variable. 

3) Prediction. Predictions are almost the same as classifications and estimates, except that in predicting 

the value of the results there will be in the future. 4) Classification. In classification, there is a target 

category, for example, income classification can be separated into three categories, namely high, 

medium and low income. 5) Clustering. Clustering is grouping records, observing or paying attention 

to and forming classes of objects that have similarities. Clusters are collections of records that have 

similarities to one another and have similarities with records in other clusters. 6) Association. Task 

associations in data mining are finding attributes that appear at one time. In the business world, it is 

called a shopping cart analysis. 

1.2 Pattern recognition, machine-learning, e-learning, and IPA 

Pattern recognition is a discipline that studies ways to classify objects into classes or categories and 

recognize data trends. Depending on the application, these objects can be in the form of patients, 

students, credit applicants, images or signals or other measurements that need to be classified or searched 

for regression function [3-4]. 

Data mining, often also called knowledge discovery in the database, is an activity that includes 

collecting, using historical data to find order, patterns or relationships in large data sets. The output of 

data mining can be used to improve future decision making. So the term pattern recognition is rarely 

used because it includes part of data mining [3-4]. 

Machine Learning is an area in artificial intelligence or artificial intelligence that is related to the 

development of techniques that can be programmed and learned from past data. Pattern recognition, data 

mining and machine learning are often used to refer to the same thing. This field intersects with the 

science of probability and statistics sometimes also optimization. Machine learning is an analytical tool 

in data mining. 
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Association analysis or association rule mining is a data mining technique to find associative rules 

between combinations of items. Association rules in the form of "if ... then ..." or "if ... then ..." are 

knowledge generated from the function of association rules [5-6]. Association rule is one method that 

aims to find patterns that often appear between many transactions, where each transaction consists of 

several items [5-6]. 

Association rule is one method that aims to find patterns that often arise between many transactions, 

where each transaction consists of several items so that this method will support the system of 

recommendations through the discovery of patterns between items in transactions that occur. Especially 

one of the stages of association analysis called high-frequency pattern analysis attracts many researchers 

to produce efficient algorithms. The importance of an associative rule can be known by two parameters, 

support, namely the percentage of the combination of items. Association analysis is defined as a process 

to find all associative rules that meet the minimum requirements for support and minimum requirements 

for confidence [6]. 

 

The support value of an item is obtained by the formula [9]: 

S =
(𝑇𝑎+𝑇𝑐)

 (𝑇)
(1) 

where 

S  = Support 

(𝑇𝑎 + 𝑇𝑐)= Number of transactions containing antecedent and consequence 

(T) = Number of transactions 

 

The confidence value of rule A -> B is obtained from the formula [7]: 

C=  
(𝑇𝑎+𝑇𝑐)

 (𝑇𝑎)
(2) 

where 

C = Confidence 

(𝑇𝑎 + 𝑇𝑐)=  Number of transactions containing antecedent and consequence 

(𝑇𝑎) = Number of transactions containing antecedent. 

1.3 Cross industry-standard process for data mining 

Cross-Industry Standard Process for Data Mining (CRISP-DM) is a consortium of companies 

established by the European Commission in 1996 and has been established as a standard process in data 

mining that can be applied in various industrial sectors. The data mining process based on CRISP-DM 

consists of 6 phases; Business Understanding, Data Understanding, Data Preparation, Modeling, 

Evaluation, Deployment. 

1.4 R Programing 

R is a relatively complete statistical analysis system, as a result of various statistical research 

collaborations in all parts of the world. The current R can be said to be the lingua franca for modern 

statistical computing purposes [7]. The syntax of the R language is generally equivalent to commercial 

S + statistical software. For most statistical analysis purposes, programming with R is almost identical 

to programming with S + [7]. 

 

1.5 e-Learning  

E-Learning process on the internet can be done using a variety of platforms or applications. It 

is expected to facilitate sharing the knowledge to the user. It does not mean to replace the existing class; 

it serves to enrich and be an alternative at the right time and needed [8-12]. Mobile learning is related 

to smartphones or tablets, portability, and ready for accessibility. The challenge for mobile learning is 

how to create lessons, which can download in an instant and run without stalling. The user experience 

must be intuitive and very fast. Many factors influence a person to choose and use the application.  
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1.6 Importance performance analysis (IPA) 

The Importance Performance Analysis method was invented by [13-14] was used in 1977 to carry out 

an analysis of the level of customer satisfaction on organizational services or products. In a long period 

of time Importance, Performance Analysis has been utilized in responding to and developing marketing 

strategies, because this method helps companies understand customer wants and needs. User satisfaction 

is the user's perception; this is related to performance, service and product quality. The IPA technique 

combines measures of performance and perceived interests of users into a two-dimensional plot to 

facilitate the interpretation of data [13-14]. This plot group attributes into four categories or quadrants 

to specify in allocating limited resources. Four quadrants are usually identified as the main priority 

(Quadrant I), Maintain Performance (Quadrant II), Low Priority (Quadrant III), and Excessive 

(Quadrant IV). 

2. Research method 

2.1 Data collection 

Data collection in this study was carried out with four types of methods, literature study, interview, 

questioners, and observation. 

2.1.1 Data 

The data in this study are the academic data of the students of the Computer Science Study Program, 

Faculty of Computer Science and Information Technology, Mulawarman University. The total data is 

389 respondents. 

 

2.1.2 Variable. The independent variables in this study are gender, entry process, GPA and study period, 

e-learning performance, product quality, and service. The dependent variable in this study is the 

timeliness of student graduation and student satisfaction. The data mining proses consists of 6 phases, 

namely [4]: business, understanding, data understanding, data preparation, modeling, evaluation and 

deployment 

 

Table 1. Data on student graduation 

Description Attribute 

Student ID Number Student ID is the identity code owned by students 

Student Name Name of the student concerned 

Place, Date of birth Place Date of birth of the student concerned 

Gender the Sex of the student 

Religion a religion adopted by students 

Address of the student's Address of the student's origin address 

Entrance The type of entry into the college that students take 

Origin of School  The origin of the high school from the student 

Study Program  Study Program of the student concerned 

Graduation Year Years of graduating from students 

Graduation date Graduation date of the student concerned 

Cumulative Achievement 

Index (GPA)  

Cumulative Achievement Index (GPA) is a measure of a 

student's ability at a certain time measured on an SKS 

Length of Study The length of study taken from first entering college 

Parent's name The name of the parent of the student concerned 

Parent's address The address of the parent of the student concerned 

Thesis title Thesis title of the student concerned 

Graduation Period 

e-Learning evaluation 

Graduation period followed by students concerned 

Student perception in e-learning performance and satisfaction 
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2.2. Data cleaning and preparation 

From the data obtained then the selection of attributes and part of the data in the existing attributes will 

be converted to facilitate the data mining process because the data will be processed with data mining 

tools. The training data used in this study is the academic data of students of computer science study 

program in the year of graduation from 2012 to 2018. There are 389 data respondents were collected. 

2.2.1. Data integration and transformation. To improve accuracy and efficiency, algorithms are deemed 

necessary to transform data and attributes that have been collected. 

Table 2. Research data attributes after integration and transformation 

Description Scale Attribute 

Gender Nominal Male, female 

Entrance  Nominal SNMPTN, SBMPTN 

Cumulative Achievement Index 

(GPA) 

 

Ordinal A1 (3.51 to 4.00.) 

A3 (2.76 to 3.50.) 

A3 (2.00 to 2.75.) 

Study Period Ordinal B1 (from 3 to 4 years.) 

B2 (from 4 to 6 years.) 

B3 (Study period is over 6 years.) 

Graduation Year 

e-Learning satisfied 

 

 

e-Learning performance 

Nominal 

Ordinal 

 

 

Ordinal 

2012, 2013, 2014, 2015, 2016, 2017, 2018 

Very satisfied (6-7) 

Quite satisfied (4-5) 

Very dissatisfied (1-3) 

Very important(6-7) 

quite important (4-5) 

very not important (1-3) 

2.2.2 Modeling and evaluation. In modeling staged data Mining techniques will be used with the 

Association Rule method using the Apriori algorithm with RStudio tools, which will produce associative 

rules or graduation transaction patterns. In this stage evaluation of the effectiveness and quality of the 

model is used, whether the Rule Association Method with a priori algorithm has achieved the objectives 

set at the initial stage. 

2.2.3 Deployment. The results of this study in the form of an analysis of the percentage of student 

academic performance using the Association Rules method which is expected to be used by subsequent 

researchers as well as the parties concerned as a material in determining the student's academic 

performance with the attributes described. In addition, the results of this analysis can also be used as a 

basis for designing a decision support system to identify students' academic performance evaluations. 

2.3. Results testing and analysis techniques 

This study uses inferential statistical analysis techniques to display student graduation rates using the 

association rules method. Association rule mining is a procedure for finding relationships between items 

in a specified data set. Association rule includes two stages: look for the most common combination of 

itemset and defining the Condition and Result. 

3. Results and Discussion 

3.1. Data calculation 

This research data was obtained from the academic section of the Faculty of Computer Science and 

Information Technology at Mulawarman University. Based on the data collection process, data that has 

been collected can be entered at the transformation stage, in accordance with the scale that has been set 

by the following rules: 
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(1) For each male sex will be symbolized by "L" and "P" for each female sex. 

(2) For each SBMPTN entry point, it will be symbolized with "1" and "5" for the SNMPTN  

(3) Each GPA is adapted from the weight rating based on the 2015 Mulawarman University 

academic rules with the following range: 

a. For each semester achievement index, from 3.51 to 4.00 becomes A1. 

b. For each semester achievement index starting from 2.76 to 3.50 becomes A2. 

c. For each semester achievement index starting from 2.00 to 2.75 becomes A3. 

(4) For the duration of the study period, the adaptation is as follows: 

a.  The study period 3 to 4 years becomes B1. 

b. The length of the study period from 4 to 6 years becomes B2. 

c. The study period above 6 years becomes B3 

(5) E-Learning evaluation; 

a. Performance  

b. Product quality 

c. Service 

Based on the rules that have been established, 389 data are obtained as a result of the transformation of 

research attributes as seen in the student academic data resulting from the transformation. 

3.2. Apriori algorithm 

A priori algorithm is the most famous algorithm for finding high-frequency patterns. High-frequency 

patterns are item patterns in a database that has a frequency or support above a certain threshold which 

is called a minimum term of support or threshold. A priori algorithm is divided into several stages called 

iterations. Each iteration produces a high-frequency pattern with the same length starting from the first 

pass which produces a high-frequency pattern with a length of one. 

3.2.1. First candidate. The first step is to scan the database to find support for each item. After the 

support of each item is obtained, items that have support from the minimum support are selected as high-

frequency patterns with a length of 1 or often abbreviated as 1-set items as in Table 3. 

Table 3. First candidate 

Itemset Count 

A1 109 

A2 279 

A3 1 

B1 20 

B2 180 

B3 189 

L 254 

P 135 

3.2.2. Second candidate. The second iteration produces 2-item sets that each set has two items. First, a 

2-item candidate set is made from a combination of all 1-item sets. Then for each candidate 2-item set, 

the support is calculated by scanning the database, such as Table 4. 

 

Table 4. Second candidate 

Itemset Count 

A1,B1 14 

A1,B2 75 

A1,B3 20 

A2,B1 6 

A2,B2 104 

A2,B3 169 
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Itemset Count 

A3,B2 1 

A1,L 54 

A1,P 55 

A2,L 199 

A2,P 80 

A3,L 1 

B1,L 16 

B1,P 4 

B2,L 101 

B2,P 79 

B3,L 137 

B3,P 52 

3.2.3. Third candidate. In this iteration produces 3 items which have year items in it. 

 

Table 5. Third candidate 

Itemset Count 

A1,B1,P 3 

A1,B1,L 11 

A1,B2,P 44 

A1,B2,L 31 

A1,B3,P 8 

A1,B3,L 12 

A2,B1,P 1 

A2,B1,L 5 

A2,B2,L 69 

A2,B3,P 44 

A2,B3,L 125 

A3,B2,L 1 

A2,B2,P 35 

3.3. Data analysis and calculation 

Data analysis and calculations are carried out on 389 existing data, in accordance with the candidates 

that have been obtained. The calculation process was carried out in this study, to obtain information on 

student graduation rates, with a calculation model based on association rules method. The calculation 

method of association rules is done using the following formula 

1. Finding support value 

A1,B1,P = 
3

389
 = 0.008 

A1,B1,L = 
11

389
 = 0.028 

A1,B2,P = 
44

389
 = 0.113 

A1,B2,L = 
31

389
 = 0.08 

A1,B3,P = 
8

389
 = 0.021 

A1,B3,L = 
12

389
 = 0.031 

A2,B1,P = 
1

389
 = 0.002 

A2,B1,L = 
5

389
 = 0.013 

A2,B2,P = 
35

389
 = 0.09 

A2,B2,L = 
69

389
 = 0.177 
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A2,B3,P = 
44

389
 = 0.113 

A2,B3,L = 
125

389
 = 0.321 

A3,B2,L = 
1

389
 =          0.002 

 

2. Finding Confidence value 

A1,B1,P = 
3

14
 = 0.214 

A1,B1,L = 
11

14
 = 0.786 

A1,B2,P = 
44

75
 = 0.587 

A1,B2,L = 
31

75
 = 0.413 

A1,B3,P = 
8

20
 = 0.4 

A1,B3,L = 
12

20
 = 0.6 

A2,B1,P = 
1

6
 = 0.167 

A2,B1,L = 
5

6
 = 0.83 

A2,B2,P = 
35

104
 = 0.337 

A2,B2,L = 
69

104
 = 0.663 

A2,B3,P = 
44

169
 = 0.26 

A2,B3,L = 
125

169
 = 0.74 

A3,B2,L = 
1

1
 = 1 

3.4. Graduation chart 

 

Figure 1. Graduation chart 

Based on the Figure 1Graduation chart, the students who graduated most had a GPA interval of 2.76 - 

3.50 with the male gender and studied more than 6 years which had a support value of 0.321 and a 

confidence value of 0.628. Figure 2 describes the coordinates of each category. The next process is to 

make a chart of IPA quadrants based on these coordinate points. 
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Figure 2. Distibution of IPA quadrants 

 

Based on the results of the four-quadrant IPA graphs in the Figure, It can be concluded the criteria 

that fall into each quadrant are: Quadrant I has a relatively high level of importance but has lacking 

performance so it needs to be improved in improving e-learning performance. The category included in 

this quadrant is Analysis. Quadrant II has a relatively high level of importance with a relatively high 

level of performance so that it is in accordance with the wishes of the user and must be maintained. The 

categories included in this quadrant are Community, Collaboration, Materials, Social Media, 

Knowledge, Synthesis, Application, Understanding, Multimedia, Evaluation, Video, and News. 

Quadrant III has a relatively low level of importance with a relatively low level of performance so that 

it does not need to make improvements because it is not a top priority of the user. Categories included 

in this quadrant are Lecturers, Games, Social, Values, Effects, and Attitudes. Quadrant IV has a 

relatively low level of importance but has a relatively high level of performance so the university needs 

to relocate these excess performance resources to other quadrants that need performance improvement. 

The category in this quadrant is Music. 

4. Conclusion 

Based on the results of the research that has been submitted, it can be concluded that the highest level 

of student graduation has a GPA interval of 2.76 - 3.50 with male sex and study period of more than 6 

years, which has a support value of 0.321 and a confidence value of 0.628. Based on the results of the 

analysis that has been done, it can help predict student graduation rates. Students can pay attention to 

the course of their studies and the Study Program to be able to take preventive actions related to the 

length of study of each student. According to IPA coordinates, in quadrant II has a high level of 

importance with a relatively high level of performance and must be maintained. Whereas to produce a 

better level of accuracy, the variables studied can be added to other data related to students' academic 

activities during their studies. 
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